A study on switching of the transfer functions focusing on sound quality
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Abstract: Many papers have described moving sound image schemes that use loudspeakers or headphones. Since most of these schemes switch the spatial transfer function being used, wave discontinuity occurs at the moment of switching, which degrades the sound quality. While the characteristics of the wave discontinuity depend on the moving sound image scheme used, no paper appears to have considered the relationship between the wave discontinuity and the scheme used. To rectify this omission, this paper examines three approaches: the simple switching approach, the overlap-add approach, and the fade-in-fade-out approach. The sound degradation caused by the wave discontinuity is assessed, and an objective measure, spectrum distortion width, is introduced to quantify the wave discontinuity. Subjective assessments, carried out using Scheffe’s comparison tests, verify that the overlap-add approach with modified hamming window and the fade-in-fade-out approach were better than the other methods.
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1. INTRODUCTION

A perception of a moving sound image can be achieved by switching transfer functions which include spatial transfer characteristics. Many papers have targeted this schemes assuming the use of loudspeakers or headphones.

The simplest method using loudspeakers is to physically move the active loudspeaker itself. However, switching the input signal of static loudspeakers is more often used to reproduce moving sound through auditory stimulation [1], since the physical approach is impractical. Some schemes are described below.

Perrott et al. [1] studied the conditions under which subjects perceived a continuous moving sound image on the horizontal plane, using two loudspeakers. The stimulus test signal to drive each loudspeaker, was broad band noise with 50 ms duration time, which included the rest time for driving the adjacent loudspeaker. Two listening subjective assessment tests were done. First, the center of the two loudspeakers was located in the front of the subject, and the opening angle between two loudspeakers was set at 6°, 40°, and 160°. Second, the direction angle of the center position was set at 0°, 45°, and 90°, on the condition that the opening angle was held steady at 40°. The results indicated that 1) sound in continuous motion was easily perceived as the opening angle was small, and 2) the effect didn’t depend on the sound source direction.

Taking the case of loudspeakers located on the upper transverse plane at regular interval, Nakajima et al. [2] studied the interval angle between loudspeakers and the duration of the switching time, as if the sound in motion were continuous. The stimulus signal had cross-fading characteristics with 15 ms duration; the loudspeakers were driven sequentially. The distance from the center of the subject’s head to the loudspeakers’ mounting circle was 1.5 m, and the loudspeaker interval angles were 22.5°, 36°, 45°, 54°, when the number of loudspeakers were 9, 6, 5, and 4, respectively. The stimulus test signals were the pure tone (250 Hz, 500 Hz, 1,000 Hz, 2,000 Hz, 4,000 Hz) and critical band noises (center frequency: 250 Hz, 450 Hz, 1,000 Hz, 2,150 Hz, 4,000 Hz). They concluded as follows; 1) moving sound images of the critical band noises were perceived as being more continuous than the pure tones, 2) interval angle between loudspeakers was in inverse proportion to the switching time duration, 3) deviation of the perception of the continuity of the moving sound image was large between subjects.

Kinoshita et al. [3] also studied the conditions necessary for the continuous perception of moving sound images in the horizontal and median planes, using three
loudspeakers driven sequentially. The interval angle between loudspeakers was 30°, and the distance from the center position of the subject’s head to each loudspeaker was 1.5 m. The stimulus signal had a cross-fading characteristic with 10 ms duration time. Three experiments were carried out. In order to assess the condition of continuous perception, the first experiment examined the relationship between maximum switching time duration of the stimulus signal and four stimulus signals on the horizontal plane. White noise (200–7,000 Hz), pink noise (200–7,000 Hz), 1/3 octave band noise (center frequency: 1,000 Hz), and female voice were used as the stimulus signals. The second experiment examined the dependency of the minimum cross-fading duration time on the shapes of the cross-fading window. The final experiment studied the impact of the switching time duration of the stimulus signals on the direction of movement and the direction angle of loudspeaker center position on the horizontal and median plane. The opening angles were 0°, 45°, 90°, 135° and 180° on the horizontal plane, and 0°, 45°, 90°, 135° and 180° on the median plane. From the results, it was concluded that 1) the maximum switching time duration was minimum when the white noise and the pink noise were used, the time was 73 ms, the time of 1/3 octave band noise was 267 ms, and that of the female voice was 580 ms; 2) continuous perception of the moving sound image depended on the instantaneous sound pressure level fluctuation and the kind of stimulus signal; 3) it was necessary to hold the constant energy of stimulus signals steady in cross-fading to permit slow-moving sounds to be perceived; and 4) the switching time is only slightly dependent on moving angle and the direction angle.

Mizushima et al. [4] examined a continuity of sound image movement using two loudspeakers in horizontal plane. Several rest times were inserted into the stimulus signals which drive loudspeakers. They considered rest times (1 ms, 2 ms, 4 ms and 8 ms), opening angle (20°, 40° and 60°) and duration time of stimulus signal (5 ms, 10 ms, 20 ms, 40 ms, 80 ms). A white noise (500–8,000 Hz) was used in this experiment. The results indicated that 1) moving sound image was easy to be perceived continuously as the duration time was long and the rest time was short, especially the rest time must be 2 ms or less. 2) duration time of stimulus signal which includes the rest time needs to exceed the auditory integration time 100–150 ms.

As described above, moving sound image schemes that use loudspeakers have been studied under the assumption that the sound image movement was to be continuously perceived.

On the other hand, most of the moving sound image schemes that use headphones assume that the spatial transfer functions are switched [5–9]. While a few papers stated only that “the stimulus signal was sequentially convolved with the head-related impulse responses,” no paper has provided a detailed explanation of the convolution processing. This processing may differ for every researcher because the details remained unclear.

An example of the moving sound image schemes that use headphones was presented by Matsumoto et al. Matsumoto et al. [10] picked up the conventional cross-fading method and the overlap-add method which is their proposed method. The sound in motion created by a loudspeaker was used as the basis of comparison, and the two methods were compared by objective analysis using a spectrogram. The results demonstrated that the spectrogram of moving sound produced by the overlap-add method was closer to the spectrogram of sound movement created by loudspeakers than that of the conventional method.

Because the moving sound image schemes using headphones are based on switching spatial transfer functions and the moving sound image schemes using loudspeakers are achieved by switching stimulus signals to drive the loudspeakers sequentially, both schemes share the basic concept of “switching.”

We note, however, that a wave discontinuity occurs at the moment of switching [10], since the schemes using headphones switch between different spatial transfer functions. On this point, the schemes that use headphones are essentially different from those that use loudspeakers. The wave discontinuity is perceived as a click noise. Because the wave discontinuity is yielded whenever the sound image moves, the quality of the moving sound image is degraded significantly. It is clearly very important to study this sound quality degradation, because users readily perceive this sound quality degradation when using headphones.

Even though the characteristics of the wave discontinuity depend on the moving sound image schemes used, no paper appears to have considered the relationship between the wave discontinuity and the schemes used.

This paper studies the impact of several moving sound image schemes that use headphones on the click noises yielded by the wave discontinuities as a basic study for achieving moving sound images that equal the quality of the images created with loudspeakers. As the moving angle of the sound image is changed, objective evaluations assess the wave discontinuity using an objective measure, spectrum distortion width. Subjective evaluations examine the perception of the click noises using Scheffe’s paired comparison tests.

2. PRINCIPLE OF MOVING SOUND IMAGE

Figure 1 shows the relationship of the transfer functions used for realizing a moving sound image. In Fig. 1,
subscript L (R) denotes left (right) ear. The Spatial Sound Transfer Function (SSTF) models the conversion of the input signal of the loudspeaker into the output signal of the miniature microphone at the entrance of the ear canal of the listener. A moving sound image is achieved if the loudspeaker that radiates the sound wave is switched.

The wave discontinuities are yielded by the time difference and the amplitude difference between the impulse responses of switching spatial transfer functions, and the wave discontinuities increase as these differences increase, as describe in Section 4.1. These differences are caused by the difference in loudspeaker-ear distance between the two loudspeakers. That is, the wave discontinuity increases with the distance difference. Moreover, a geometric analysis showed that the distance difference is largest when the center of the two loudspeakers is located at or near the front of the subject under the condition that the opening angle between the two loudspeakers is fixed. The details are described in the Appendix. It can be concluded that the switching of the spatial transfer functions toward the frontal direction yields the most easily perceived wave discontinuity. Hence, this study focuses on switching toward the frontal direction.

Thurlow et al. [11] observed the head movements of subjects in localizing sound sources. They classified the head movements into three movements: tip, pivot and rotate, and reported that rotate was more common than the other two movements. Uematsu et al. [12] examined the impacts of the head movements on sound localization. They focused on two head movements, left-right and up-down, and reported that the left-right movements contributed more strongly to sound localization than up-down movements. These papers indicate that the head rotation on the horizontal plane is most important for sound localization. Since the head rotation and the sound source movement on the circumference are related in that the relative arrangement of subject and loudspeaker is identical in space, the sound source movement also contributes to sound localization. Our final goal is to realize correct moving sound image localization using headphones. Therefore, this paper studied the left-right movements since they strongly contribute to sound localization.

3. SWITCHING TRANSFER FUNCTION METHODS

The concept of switching transfer functions is shown in Fig. 2. The blocks “SSTF 1,2” indicate transfer functions that represent different sound source positions. A moving sound image is simply achieved by switching the transfer functions of both ear sides.

This section separates the switching transfer function schemes into three groups: the simple switching approach, the overlap-add approach, and the fade-in-fade-out approach. We create an algorithm for each group.

3.1. Simple Switching Method (Method A)

Figure 3 illustrates the simple switching method. The input signal is convolved with ssir1 and ssir2 which were measured at different sound source positions, where ssir denotes the impulse response of SSTF. The moving sound image is created by concatenating the signals in alternate rectangular windows frame by frame. This method has the characteristic that a wave discontinuity occurs at each signal concatenation point.

3.2. Overlap-Add Method

As an example of the overlap-add approach, we selected the normal overlap-add method of [10,13] and the overlap-add method with modified hamming window.

- Normal overlap-add method (method B)

Figure 4 illustrates the normal overlap-add method. The input signal is windowed frame by frame. The signal is
convolved with each ssir, which were measured at different sound source positions. The convolved signals are overlap-added to create the moving sound image. This method creates wave discontinuity in the overlap areas.

- Overlap-add method with modified hamming window (method C)

Figure 5 illustrates the overlap-add method with modified hamming window. The input signal is weighted with a modified hamming window \[14\] on a frame-wise basis, and the signal is convolved with each ssir, which were measured at different positions. The convolved signal is weighted again with the modified hamming window. The signals are overlap-added to create the moving sound image.

**3.3. Fade-In-Fade-Out Method**

Figure 6 illustrates the fade-in-fade-out method. The input signal is windowed so that the frames overlap. In the overlap areas, the signals are weighted by envelope functions \( f(t) \), \( g(t) \) which satisfy [3]

\[
 f^2(t) + g^2(t) = 1
\]  

(1)

3.3.1. Shapes of the envelope functions

While there are many envelope functions that satisfy Eq. (1), we adopt the following envelope function pairs,

- \( \sqrt{t} \) Window method (method D)
  
  \[
  f(t) = \sqrt{t} \\
  g(t) = \sqrt{1-t}
  \]
  
  (2)

- Cosine window method (method E)
  
  \[
  f(t) = \cos(\pi t) \\
  g(t) = \sin(\pi t)
  \]
  
  (3)

- Fourier series window method (method F)

Moreover, we take the following unknown envelope function pair as a Fourier series expression.

\[
 f(t) = \sum_{k=0}^{N-1} a_k \cos(k\pi t) \\
 g(t) = f(1-t)
\]

(4)

We assume that the envelope function pair satisfies the boundary conditions and the sum-square-constant conditions. Those conditions are shown as

Boundary conditions:

\[
 f(0) = 1 \\
 f(\pm1) = 0
\]

(5)

Sum-square-constant conditions:

\[
 f(1/2) = \sqrt{2}/2 \\
 f^2(1/4) + g^2(1/4) = 1
\]

(6)

The Fourier series is decided by Eq. (4), Eq. (5), and Eq. (6); \( N = 4 \), because there are four linearly independent
equations.

\[
\begin{align*}
a_0 &= \frac{1 + \sqrt{2}}{4} \\
a_1 &= \frac{1}{4} \left(1 + \sqrt{\frac{5 - 2\sqrt{2}}{2}}\right) \\
a_2 &= \frac{1 - \sqrt{2}}{4} \\
a_3 &= \frac{1}{4} \left(1 - \sqrt{\frac{5 - 2\sqrt{2}}{2}}\right)
\end{align*}
\]

(7)

\[
f(t) = \left(1 + \sqrt{2}\right)/4 + \frac{1}{4} \left(1 + \sqrt{\frac{5 - 2\sqrt{2}}{2}}\right) \cos(\pi t) + \frac{1}{4} \left(1 - \sqrt{\frac{5 - 2\sqrt{2}}{2}}\right) \cos(3\pi t)
\]

(8)

\[
g(t) = \left(1 + \sqrt{2}\right)/4 - \frac{1}{4} \left(1 + \sqrt{\frac{5 - 2\sqrt{2}}{2}}\right) \cos(\pi t) + \frac{1}{4} \left(1 - \sqrt{\frac{5 - 2\sqrt{2}}{2}}\right) \cos(2\pi t) - \frac{1}{4} \left(1 - \sqrt{\frac{5 - 2\sqrt{2}}{2}}\right) \cos(3\pi t)
\]

Figure 7 shows the envelope functions \( f(t) \) of each method. The Fourier series window method varies more smoothly than the \( \sqrt{t} \) Window method or the Cosine window method.

4. OBJECTIVE EVALUATION

4.1. Causes of Wave Discontinuity

Figure 8 shows an example of moving sound image localization. The instantaneous amplitude of the input signal changes smoothly, and the impulse responses ssir\(_1\), ssir\(_2\) are ideal. \( T \) denotes the time difference between the impulse responses, and \( A_1 \) and \( A_2 \) denote the amplitudes of ssir\(_1\) and ssir\(_2\), respectively.

From this figure, a wave discontinuity is created by amplitude difference \( A_1 - A_2 \) and time difference \( T \).

Furthermore, the frequency spectrum expands at the moment of switching. This implies that the wave discontinuity can be evaluated from the width of the frequency spectrum.

4.2. Spectrum Distortion Width \( \sigma_w \)

Section 4.1. indicated that the width of the frequency spectrum can be used to evaluate wave discontinuities.

For this we adopt the bandwidth equation described by Cohen [15]. This bandwidth equation represents “efficient bandwidth” in the frequency domain, and can evaluate the amplitude difference and time difference yielded by the switching of transfer functions.

The bandwidth equation is transformed from continuous time to discrete time as follows.

\[
\sigma_w^2 = \sum_{k=0}^{N-1} (k - \langle k \rangle)^2 |S(k)|^2
\]

(9)

\( k \) is a discrete frequency, \( N \) is a discrete bandwidth, \( \langle k \rangle \) is a mean frequency [15]. \( |S(k)| \) is the frequency amplitude characteristic, its squared sum is normalized. The mean frequency is defined by

\[
\langle k \rangle = \sum_{k=0}^{N-1} k \cdot |S(k)|^2
\]

(10)

The mean frequency represents the centroid of the energy distribution in the frequency domain.

In this study, the output of the bandwidth equation is identified as the Spectrum Distortion Width (SDW).
## 4.3. Problems in Computing Spectrum Distortion Width

To compute the SDW, first, the output signal is segmented using short time windows. However, there are two problems in computing SDW.

### 4.3.1. Time position dependency of the short time window

SDW depends on the time position of the short time windows, because the windowed waveform varies as the time positions of the windows are shifted.

### 4.3.2. Wave discontinuity caused by assuming signal periodicity

Because the windowed signals are subjected to FFT (Fast Fourier Transform) to compute the SDW, it is assumed that the signal is periodic in the time domain. However, the signal within the window that includes the wave discontinuity is not periodic as is shown in Fig. 9. Consequently, the wave discontinuity cannot be evaluated.

The above argument suggests that SDW values are rather arbitrary. The influence of the time position dependency is reduced if the input signal is periodic and the length of the short time window equals an integer multiple of the input signal period. One idea is to use a pure tone as the input signal; a pure tone satisfies the condition that the length of the short time window is an integer multiple of the input signal period.

The length of the short time window is set as a power-of-two for FFT as is shown in Eq. (11).

\[
2^m / f_s = r / f_p
\]

(11)

\(2^m\) is the length of the short time window, \(f_s\) denotes the sampling frequency, \(r\) is an integer, and \(f_p\) denotes the frequency of the pure tone.

In addition, the SDW is computed for several short time window lengths.

## 4.4. Procedure of Computing the Maximum Spectrum Distortion Width

Our procedure for computing the SDW is shown in Fig. 10. It provides an objective evaluation measure since we use the maximum value of the SDW, hereafter we call it Maximum Spectrum Distortion Width \(\sigma_{\omega, \text{max}}\) (MSDW).

### 4.5. Analysis Conditions

A moving sound image which alternates between two front positions is created.

The moving angle is altered, because the characteristics created by switching transfer functions depend on the moving angle. The computational conditions are listed in Table 1.

### Table 1 Analysis conditions.

<table>
<thead>
<tr>
<th>Method</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D, E, F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame length</td>
<td>2,048 taps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frame shift</td>
<td>2,048 taps</td>
<td>256 taps</td>
<td>2,048 taps</td>
<td></td>
</tr>
<tr>
<td>Switching time</td>
<td>8,092 taps (170 ms)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fade-in fade-out time</td>
<td></td>
<td></td>
<td>2,048 taps (43 ms)</td>
<td></td>
</tr>
<tr>
<td>Pure tone length</td>
<td>48,000 taps (1s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pure tone frequency</td>
<td>(f_p = (48000/256) \cdot r [\text{Hz}])</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moving angle</td>
<td>(10^\circ (355^\circ–5^\circ), 20^\circ (350^\circ–10^\circ))</td>
<td>30(^\circ (345^\circ–15^\circ)), 40(^\circ (340^\circ–20^\circ))</td>
<td>50(^\circ (335^\circ–25^\circ)), 60(^\circ (330^\circ–30^\circ))</td>
<td></td>
</tr>
<tr>
<td>Short time window</td>
<td>rectangular</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short time window length</td>
<td>256 taps, 512 taps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short time window frame shift</td>
<td>1,024 taps, 2,048 taps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>48kHz</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HATS</td>
<td>SAMRAI (KOUKEN)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance between sound source and subject</td>
<td>1.5 m</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.6. Results

4.6.1. Calculated SDW values

Some calculation examples are shown in Fig. 11. The results indicate that method A and method B yield more wave discontinuity than the other methods.

4.6.2. Relationship between MSDW and short time window length

Figure 12 plots MSDW versus short time window length for the 6 methods. The results indicate that 1) the MSDW falls as the short time window length increases, 2) the MSDW values yielded by the methods are quite different if the short time window length is short, especially in the case of 256 taps.

256 taps are adopted as the short-time window length, because this setting emphasizes the differences between the methods.

4.6.3. Relationship between MSDW and pure tone frequency

Figures 13 and 14 plot MSDW values versus pure tone frequency. The results show that 1) methods A and B yield larger MSDW than the other methods, 2) method B has larger MSDW than method A, 3) the fade-in-fade-out method has smaller MSDW than method C.
4.6.4. Wave discontinuity yielded by the fade-in/fade-out method

This section discusses the wave discontinuity yielded by the fade-in/fade-out method. Our assumption is that wave discontinuity is related to the amplitude difference and the phase difference created by the switching of transfer functions. The amplitude difference \((AD)\) and the phase difference \((PD)\) are given as follows.

\[
AD = 20 \log_{10} \left| \frac{\text{SSTF}_1(k)}{\text{SSTF}_2(k)} \right| \quad (12)
\]

\[
PD = |\theta_1(k) - \theta_2(k)| \quad (13)
\]

where \(k\) is discrete frequency, \(\text{SSTF}_1(k)\), \(\text{SSTF}_2(k)\) are switching transfer functions, which are represented by

\[
\text{SSTF}_1(k) = |\text{SSTF}_1(k)| \cdot e^{i\theta_1(k)}
\]

\[
\text{SSTF}_2(k) = |\text{SSTF}_2(k)| \cdot e^{i\theta_2(k)}
\]

Figure 15 plots the AD and PD values versus the pure tone frequency. This figure indicates that AD is very large at 7.875 Hz but very small at 1.500 Hz, where the influence of PD is strong. These two pure tone frequencies (1,500 Hz and 7,875 Hz) were used in calculating the impact of moving angle on the MSDW of methods D, E, and F, see Fig. 16.

The results indicate that 1) at 1,500 Hz, the differences between the three methods are small until 30° (345°–15°), method F yields the worst MSDW over 30° (345°–15°), 2) at 7,875 Hz, method D (F) yields the worst (smallest)
MSDW, 3) the MSDW range at 7,875 Hz is wider than that at 1,500 Hz. That is, MSDW is determined more by AD than PD. Therefore, it is concluded that method F is the best fade-in-fade-out method.

5. SUBJECTIVE EVALUATION

5.1. Measurement of the SSTF

The SSTF of several subjects were measured in a test room: a rectangular soundproofed chamber that reduced outside noise by at least 50 dB. Its reverberation time was about 0.1 s. The procedure used to measure the SSTF is described below:

Each subject sat on a seat equipped with a headrest in the test room. Next, an M-sequence signal (100 Hz–15 kHz) was radiated from each loudspeaker. The sound source azimuth directions were $5^\circ$, $15^\circ$, $30^\circ$, $330^\circ$, $345^\circ$, and $355^\circ$, and the source distance from the subject to the face of each loudspeaker was 1.45 m. The loudspeakers (Sondevice SD-0.6 models) were level with the subject’s ears. The sound pressure level of the signal was 65 dB at the entrance of the subject’s ear canal. Miniature microphones (RION UC-92 types) were inserted about 5 mm into the entrance of the subject’s ear canal. The outputs of the microphones were converted into a 16-bit linear pulse code with a 48 kHz sampling frequency by an A/D converter (SDS DASBOX 16A). Finally, the impulse responses of the SSTF were calculated using the Hadamard conversion method. These SSTF were corrected to match the characteristics of the headphones (SONY MDR-ED238) and loudspeakers [16].

5.2. Subjects

Eight males aged between 22 and 24 years participated in the experiment; none had any history of hearing problems of any kind.

5.3. Stimuli

The stimuli are described in Table 2, where the sound pressure level was adjusted at the entrance of the ear canal of a HATS (KOKEN SAMRAI).

The sound source was transformed into the output signal by the switching transfer function methods. As in the objective evaluation, the output signal was made to oscillate between two positions. All parameters are shown in Table 3.

The output signals were digitally synthesized on a computer (Sun SparcStation 10) with a sampling frequency of 48 kHz and 16-bit quantization. The signals were converted from digital to analog by a D/A converter (SDS μ DASBOX 16A), and lowpass filtered (cut-off frequency = 20 kHz).

5.4. Procedure

Each subject sat on a seat in the test room wearing the headphones (SONY MDR-ED238) as shown in Fig. 17. A test signal and two evaluation signals, which were created by the switching transfer function methods, were reproduced via the headphones (see Fig. 18).

The subject’s task was to compare the click noises in the two test signals using a five grade comparison scale, see Table 4. These assessment procedures are based on Scheffe’s pair comparison method.
5.5. Preliminary Test and Its Result

Scheffe’s comparison method required $18P^2 = 306$ judgments per stimulus for comparing all pairs, since there are six methods and the moving angles are $10^\circ$ ($355^\circ–5^\circ$), $30^\circ$ ($345^\circ–15^\circ$) and $60^\circ$ ($330^\circ–30^\circ$). However, we endeavored to simplify the number of judgments in order to reduce subject’s burden. To this end, a preliminary test was performed before the main test. In the objective evaluation, the MSDWs of the fade-in/fade-out methods were very small. If there is no significant difference between the fade-in/fade-out methods, we can take one method from the three fade-in/fade-out methods and simplify the number of judgments. The preliminary test was conducted with $30^\circ$ ($345^\circ–15^\circ$) moving angle. Five subjects participated in this test.

The result of a male voice is shown in Fig. 19. Using a female voice and a musical sound yielded quite similar tendencies.

In this figure, X:Y denotes method X and moving angle Y. For example, A:30 denotes that the switching transfer function method was method A and the moving angle was $30^\circ$ ($345^\circ–15^\circ$). The position of the arrows corresponds to the average of the score. The width of the arrows represents the 95% confidence interval, and the overlap of arrows means that there is no significant difference between them.

We concluded that method F was the best fade-in-fade-out methods in Section 4.6.4, but there were no significant differences between the fade-in-fade-out methods. This means that the MSDWs were too small and the click noises yielded by the fade-in-fade-out methods were not perceivable. Because there were no significant differences between the methods, method F is adopted as the fade-in-fade-out method in the main test.

5.6. Results of Main Test

The results of the main test are shown in Figs. 20–22. The interpretation results of the data are similar to those of the preliminary test.

The results in Figs. 20–22, indicate that 1) as for methods C and F, there is little sound quality degradation, and there is no significant difference between them, 2) as for methods A and B, the sound quality degrades only slightly as the moving angle decreases.

6. DISCUSSION

To examine the validity of the objective evaluation, this section considers the correspondence of objective evaluation and subjective evaluation via the moving angles and the switching transfer function methods.

6.1. Moving Angle

The objective evaluation obtained different tendencies of the MSDWs in each moving angle, so we separately considered the MSDWs at the boundary of 7.5 kHz.

In the objective evaluation, the MSDWs of $30^\circ$ ($345^\circ–15^\circ$) moving angle were larger than that of $10^\circ$ ($355^\circ–5^\circ$) moving angle for all methods, at 7.5 kHz or less. The MSDWs were nearly identical for methods A and B, except for specific frequencies, and the MSDWs of $10^\circ$ ($355^\circ–5^\circ$) moving angle are larger than that of the $30^\circ$ ($345^\circ–15^\circ$) moving angle for methods C, D, E, and F, at 7.5 kHz or more.
In the subjective evaluation, the click noises were perceived less easily as the moving angle decreased for methods A and B. Consequently, good correspondence between objective and subjective evaluations was obtained, except for the musical sound due to its broader bandwidth. While the female voice had a bandwidth of 8 kHz, the musical sound has a broader bandwidth, and the differences of the MSDWs between methods A and B is small at those frequencies. On the other hand, there is no significant difference for methods C and F, except for method C with 60° (330°–30°) moving angle. The click noises couldn’t be perceived, since the MSDWs was very small at each moving angle.

6.2. Switching Transfer Function Methods

From the objective evaluation we can rank the methods in order of decreasing MSDWs as, method B, method A, method C, then methods D, E and F.

The subjective evaluation showed that methods A and B yielded larger click noises than the other methods, and there was a significant difference between methods A and B with 10° (355°–35°) moving angle. In contrast, there was no significant difference between them with 30° (345°–15°) moving angle. The subjects could not discriminate the difference in click noises between methods A and B, since the MSDWs were too large at 30° (345°–15°) moving angle.

There was no significant difference between methods C and F, except for the female voice. This means that the subjects could not perceive the click noises, because the difference of the MSDWs between methods was very small.

6.3. Overall Correspondence of Subjective and Objective Evaluation

The objective evaluation indicated that MSDW increased with the moving angle for all methods. The subjective evaluation, on the other hand, matched this characteristic only for methods A and B.

7. CONCLUSION

This paper studied the impact of the moving sound image scheme used on the wave discontinuity created when switching the scheme to achieve moving sound images that, as the final goal, equal the quality of the images created with loudspeakers.

First, the switching transfer function schemes were grouped into the simple switching approach, the overlap-add approach, and the fade-in-fade-out approach. We created an algorithm for each approach.

For the overlap-add approach, the normal overlap-add method and the overlap-add method with modified hamming window were examined. For the fade-in-fade-out approach, the √t Window method, the Cosine window method, and the Fourier series window method were examined.

Second, the sound quality degradation caused by wave discontinuity was assessed; spectrum distortion width was used to quantify the wave discontinuity. Scheffe’s paired comparison tests were carried out as subjective assessments. The results are as follows.

Objective evaluation
The overlap-add method with modified hamming window (method C) and the fade-in-fade-out method (methods D, E, and F) exhibited only slight levels of wave discontinuity. The simple switching method (method A) had less wave discontinuity than the overlap-add method (method B). Among the fade-in-fade-out methods (methods D, E, and F), the Fourier series window method (method F) created less wave discontinuity than the others.

Subjective evaluation
The overlap-add method with modified hamming window (method C) and the Fourier series window method (method F) had less sound quality degradation than the other methods. Furthermore, there was no significant difference between them. In the simple switching method (method A) and the normal overlap-add method (method B), the sound quality degraded only slightly as the moving angle was increased.
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APPENDIX SUPPLEMENT ON THE DISTANCE DIFFERENCE

Figure A.1 shows the geometric relationship between the subject and loudspeakers. \( r \) is the radius of the subject’s head, \( R \) is the distance from the center of the head to a loudspeaker, \( D_1 \) and \( D_2 \) are distances from the right side ear to the two loudspeakers, respectively, \( \Delta \theta \) is the moving angle. The figure indicates the stimulus signal created when the active loudspeaker was moved from \( A_1 \) to \( A_2 \) with \( \Delta \theta \) angle. \( \theta \) is the azimuth of loudspeaker \( A_1 \). Now consider the distance difference \( D_1 - D_2 \) that depends on \( \theta \); for this we introduce function \( p(\theta) \) normalized by \( \sqrt{R^2 + r^2} \)

\[
p(\theta) = (D_1 - D_2)/\sqrt{R^2 + r^2}
\]

\[
= \sqrt{1 - \frac{2Rr}{R^2 + r^2} \cos \theta} - \sqrt{1 - \frac{2Rr}{R^2 + r^2} \cos(\theta - \Delta \theta)}
\]

(A-1)

Where the distances \( D_1 \) and \( D_2 \) are as follows

\[
D_1 = \sqrt{R^2 + r^2 - 2Rr \cos \theta}
\]

\[
D_2 = \sqrt{R^2 + r^2 - 2Rr \cos(\theta - \Delta \theta)}
\]

If \( \Delta \theta \) is a fractional moving angle, we get

\[
p(\theta) = \sqrt{1 - a \cos \theta} - \sqrt{1 - a \cos(\theta - \Delta \theta)}
\]

\[
= \sqrt{1 - a \cos \theta} - \sqrt{1 - a \cos \theta \cos \Delta \theta + \sin \theta \sin \Delta \theta}
\]

\[
\approx \sqrt{1 - a \cos \theta} - \sqrt{1 - a \cos \theta + \sin \theta \sin \Delta \theta}
\]

\[
= \sqrt{1 - a \cos \theta} - \sqrt{1 - (1 - \sin \theta \sin \Delta \theta)/(1 - a \cos \theta)}
\]

\[
= \sqrt{1 - a \cos \theta} - \sqrt{1 - q(\theta)}
\]

(A-2)

Where

\[
a = 2Rr/(R^2 + r^2)
\]

\[
q(\theta) = a \Delta \theta \sin \theta/(1 - a \cos \theta), \quad |q(\theta)| \leq 1
\]

From Eq. (A-2), the distance difference \( p(\theta) \) depends on \( q(\theta) \). If the \( q(\theta) \) takes a maximum value, the distance difference \( p(\theta) \) is maximized. Therefore, consider a differential coefficient of \( q(\theta) \),

\[
q'(\theta) = a \Delta \theta (\cos \theta - a)/(1 - a \cos \theta)^2
\]

(A-3)

That is, the distance difference has a maximum value at \( 0 \leq \theta \leq \pi/2 \), where \( \theta \) equals \( \cos^{-1}(a) \). In the case of \( R = 1.45 \) m and \( r = 0.085 \) m, we calculate

\[
\theta = \cos^{-1}(2Rr/(R^2 + r^2)) = \cos^{-1}(0.1168) = 83^\circ
\]

(A-4)

Therefore, it is concluded that the distance difference has a maximum value when the center of the two loudspeakers is located at or near the front.

Fig. A.1 Geometric relation between subject and loudspeaker movement.