Sound quality comparison among high-quality vocoders by using re-synthesized speech
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1. Introduction
Speech analysis/synthesis systems have been used in various kinds of applications such as voice conversion [1] and statistical parametric speech synthesis [2]. These applications use a high-quality system based on a vocoder [3], and STRAIGHT [4] is one of the best ones. In this paper, “vocoder” means the speech analysis/synthesis system, and the high-quality vocoder accurately decomposes the speech waveform into the fundamental frequency ($f_o$), spectral envelope, and aperiodicity. In recent years, we have proposed a new vocoder named WORLD [5]. Both STRAIGHT and WORLD have been used in several applications such as the Merlin toolkit [6], and recently WORLD has been used in other applications [7,8].

Since we have released WORLD on GitHub* and have been continuously updating WORLD to improve the sound quality of the synthesized speech, there is no information on the performance of the current version of WORLD. The purpose of this study is to compare high-quality vocoders including STRAIGHT and the old and current versions of WORLD. To evaluate them, there are several approaches such as checking the sound quality after voice conversion and statistical parametric speech synthesis. In this paper, an evaluation by using re-synthesized speech was carried out to discuss the most basic performance. The difference among them and the characteristics of each vocoder are discussed by using the obtained result.

2. Subjective evaluation
In this section, we explain the protocol of the subjective evaluation.

2.1. Vcoders used for evaluation

Four vocoders were selected for comparison. In WORLD, the old and current versions were used. In $f_o$ estimation, the old version used DIO [9], which is a fast and reliable $f_o$ estimator. On the other hand, the current version used Harvest [10]. They used CheapTrick [11,12] and D4C [13] as the spectral envelope and aperiodicity estimators, respectively. We did not use WORLD (PLATINUM edition [5,14]) because it has a different representation in the aperiodic parameter.

STRAIGHT [4] was used as the highest quality vocoder, and NDF [15], which is the latest $f_o$ estimator of STRAIGHT, was used. YANG VOCODER\(^3\) was also used as a modern vocoder. We did not use TANDEM-STRAIGHT [16] because our previous study has shown that its sound quality is significantly inferior to that of STRAIGHT and WORLD [13]. There are speech analysis algorithms for achieving high-quality speech synthesis such as Nakano et al.’s one [17], but only the vocoders that have three estimators were selected in this evaluation.

2.2. Difference between old and current versions of WORLD

The main difference between them is the estimation algorithm in $f_o$ and the aperiodicity. Harvest attempts to reduce the unvoiced segment and gives the reliable $f_o$ to the segment for continuous F0 modeling [18]. In cases where the unvoiced segment is wrongly identified as the voiced segment, the aperiodicity estimated by D4C often causes degradation of the sound quality. The aperiodicity of the unvoiced segment must be 1.0 in the whole frequency band because the whole component of the spectral envelope comes from the aperiodic component. D4C occasionally gives a low value in the lower frequency band, and as a result, the periodic component is perceived as the noise. The current version adds a process in D4C to identify the voiced/unvoiced segment and give the value of 1.0 in the whole frequency band in cases where a frame has an $f_o$ but is identified as the unvoiced segment. This process is called D4C LoveTrain in the source code of WORLD.

Since the voiced segment contains a vocal cord vibration that has a −6 dB/oct slope in the power spectrum, the power ratio between the lower and higher frequency bands is effective to identify whether the segment contains a vocal cord vibration. Power from 100 to 4,000 Hz and power from 100 to 7,900 Hz are used as the lower and higher frequency bands, respectively. Power ratio $c$ is given by the following equation.

$$c = \frac{\int_{100}^{4000} P(f)df}{\int_{100}^{7900} P(f)df},$$

where $P(f)$ represents the power spectrum, and $f$ represents the frequency (Hz). The current version of WORLD uses a $c$ of 0.85 as the threshold, and the frame with a $c$ below 0.85 is identified as the unvoiced segment. The aperiodicity of this frame is set to 1.0 in the whole frequency band. Since DIO

\(^3\)https://github.com/google/yang_vocoder
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includes the accurate voiced/unvoiced detection, this process is skipped.

2.3. Evaluation method

A MUSHRA-based evaluation [19] was carried out to compare the sound quality of each vocoder. The speech used for the evaluation was shown in Table 1. 40 speech waveforms were randomly selected from speech database FW07 [20]. We did not use long sentences to accurately evaluate the degradation caused by an error in short period. In all the vocoders, the frame shift was set to 1 ms which is the default value of STRAIGHT, and their default values were used in other parameters such as the floor and ceiling frequencies for $f_0$ estimation.

Table 2 shows the experimental conditions in the evaluation. A soundproof room with an A-weighted SPL of 18 dB was used for the evaluation. Fourteen subjects with normal hearing ability attended the evaluation. The sound stimuli were reproduced through the headphones, and the sound pressure level was set to not exceed 70 dB.

3. Results and discussion

Figure 1 illustrates the evaluation results. The vertical axis represents the MUSHRA score corresponding to the sound quality. The error bars represent the 95% confidence interval. The value over each horizontal line represents the adjusted $p$-value.

![Fig. 1 Results of subjective evaluation. Value over horizontal line represents adjusted $p$-value.](image1)

The results showed that the WORLD (Harvest) was significantly superior to the others in sound quality. WORLD (DIO) was the best vocoder compared with the STRAIGHT and YANG VOCODER. STRAIGHT was significantly superior to YANG VOCODER. To discuss the characteristics of each vocoder, we analyzed the experimental results in each speaker. Figure 2 illustrates the evaluation results, which are separately calculated in each speaker. WORLD (Harvest) can synthesize natural speech from all speakers. Compared with the others, it was difficult for YANG VOCODER to synthesize natural speech from male speakers. Since a buzzy timbre in vowels was often observed, the main cause seems to be the accuracy of the spectral envelope.

![Fig. 2 Results of each speaker.](image2)

To discuss the trend, the cumulative relative frequency distributions of each result. Horizontal and vertical axes represent score and cumulative possibility, respectively.

![Fig. 3 Cumulative relative frequency distributions of each result.](image3)
that the voiced segment was wrongly identified as the unvoiced segment. YANG VOCODER could accurately estimate $f_0$ from all speech waveforms, but the sound quality was relatively bad. The buzzy timbre of synthesized speech was the main reason. In comparison between STRAIGHT and YANG VOCODER, the significant difference was observed even if it seems that there was not enough difference. The cause was that the difference between average scores was not large, but that between median scores was enough to show the significant difference.

In comparison between WORLD (Harvest) and WORLD (DIO), the difference of sound quality was observed at the boundary of voiced/unvoiced segments. This difference suggests that the combination of Harvest and D4C LoveTrain can work as expected. In short, the result clearly showed that the current version of WORLD was the best of all vocoders.

4. Conclusion

This paper showed the difference among several high-quality vocoders. The MUSHRA-based evaluation result showed that the current version of WORLD could achieve the best performance. In the analysis of each speech, there are several speech waveforms for which STRAIGHT cannot estimate the $f_0$. YANG VOCODER could not totally achieve natural speech because of the low-accuracy of the spectral envelope. In comparison between the old and current versions of WORLD, the current version was superior to the old one.

The next goal is a comparison among them in the voice conversion and the statistical parametric speech synthesis. Since WORLD cannot synthesize speech that is as natural as the input, improvement of the sound quality is also important.
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