Deep Learning-Based Recurrence Prediction of Atrial Fibrillation After Catheter Ablation
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Background: Radiofrequency catheter ablation (RFCA) is an effective therapy for atrial fibrillation (AF). However, the problem of AF recurrence remains. This study investigates whether a deep convolutional neural network (CNN) can accurately predict AF recurrence in patients with AF who underwent RFCA, and compares CNN with conventional statistical analysis.

Methods and Results: Three-hundred and ten patients with AF after RFCA treatment, including 94 patients with AF recurrence, were enrolled. Nine variables are identified as candidate predictors by univariate Cox proportional hazards regression (CPH). A CNNSurv model for AF recurrence prediction was proposed. The model's discrimination ability is validated by a 10-fold cross validation method and measured by C-index. After back elimination, 4 predictors are used for model development, they are N-terminal pro-BNP (NT-proBNP), paroxysmal AF (PAF), left atrial appendage volume (LAAV) and left atrial volume (LAV). The average testing C-index is 0.76 (0.72–0.79). The corresponding calibration plot appears to fit well to a diagonal, and the P value of the Hosmer-Lemeshow test also indicates the proposed model has good calibration ability. The proposed model has superior performance compared with the DeepSurv and multivariate CPH. The result of risk stratification indicates that patients with non-PAF, higher NT-proBNP, larger LAAV and LAV would have higher risks of AF recurrence.

Conclusions: The proposed CNNSurv model has better performance than conventional statistical analysis, which may provide valuable guidance for clinical practice.

Key Words: Atrial fibrillation; Catheter ablation; Deep learning; Electronic health record; Recurrence prediction

Atrial fibrillation (AF) is a common cardiac rhythm disturbance associated with low quality of life, and may increase the morbidity of other diseases such as stroke. AF is also closely related to heart failure and the prediction of heart failure.

Radiofrequency catheter ablation (RFCA) is an effective therapy for AF and can better restore sinus rhythm compared with drug therapy. However, relatively high AF recurrence rates after RFCA constitute a persistent problem. After a successful completion of RFCA, it remains difficult to predict what would contribute to the radical cure or recurrence of AF. According to 2020 European Society of Cardiology Guidelines, AF duration, age, left atrial (LA) size, the abundance of epicardial fat tissues, and the presence of atrial substrate, are the risk factors of AF recurrence. Increased chronic diastolic atrial pressure and overload tend to contribute to the creation of AF substrates, and atrial remodeling can affect the risk of recurrence.

Factors related to AF recurrence are usually strongly correlated with one another. Although conventional statistical approaches, such as multivariate survival analysis, are commonly used to identify predictors of AF recurrence, missing values may affect the performance of these methods. Kornej et al built an APPLE score [one point for age >65 years, persistent AF, impaired eGFR (<60 mL/min/1.73 m²), LA diameter ≥43 mm, EF <50%] on 1,145 patients for the prediction of AF recurrence; the score showed an area under the curve (AUC) of 0.634.

Potpara et al developed a MB-LATER score [assigning 1 point each for male gender, bundle branch block (i.e., QRS block), LA size, the abundance of epicardial fat tissues, and the presence of atrial substrate] on 1,145 patients for the prediction of AF recurrence; the score showed an area under the curve (AUC) of 0.764.
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The prediction performance of the 2 scores are not satisfactory. In recent years, deep learning (DL) used for medical information analysis has achieved a considerable performance. Rajkomar et al. used electronic health records (EHR) data from 2 US academic medical centers for late AF recurrence prediction; the AUC was 0.62 for 226 patients. The prediction performance of the 2 scores are not satisfactory. In recent years, deep learning (DL) used for medical information analysis has achieved a considerable performance. Rajkomar et al. used electronic health records (EHR) data from 2 US academic medical centers.
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Methods

Study Population and Protocol

We enrolled 398 patients who received an initial catheter ablation for symptomatic drug-refractory paroxysmal AF (PAF) or non-PAF at Toho University Ohashi Medical Center between June 2016 and October 2019. PAF was defined as AF that terminated spontaneously within 7 days, and non-PAF was persistent and longstanding AF; these followed the 2013 guidelines of the Japan Circulation Society. The diagnosis of 2 patients could not gain a consensus. Four patients were excluded from the study because left atrial (LA) thrombus was detected on transthoracic and transesophageal echocardiography. Four patients were also removed because they could not receive a computed tomography (CT) scan. Eight patients were excluded due to hemodialysis and 3 patients were excluded because they had a history of cardiac surgery. In addition, 2 patients with atrial septal defects and 65 patients who could not be followed up or lacked an event indicator were also excluded. A total of 310 patients were finally enrolled in this study. Figure 1A illustrates the subjects’ inclusion criteria and the whole experiment design.

The study protocol was approved by Institutional Review Board of Toho University Ohashi Medical Center (Approval No.: H21049), and informed consent was obtained from patients before participating in the study and releasing of the study data. Enhanced CT imaging and transthoracic echocardiography were performed before catheter ablation.

Data Collection

The data collection procedure is the same as that in outlined in the study by Takagi et al and is briefly described as follows.

Echocardiography Transthoracic echocardiography was carried out before ablation only on patients with non-PAF to rule out the existence of intracardiac thrombi. We measured LA dimensions, left ventricular ejection fractions (LVEF), the values and ratio of early (E) and late (A) diastolic mitral inflow velocity, early diastolic velocity (e'), E/e', mitral regurgitation (MR) and tricuspid regurgitation (TR) according to American Society of Echocardiography guidelines. MR and TR were scored according to a previous report as follows: none, 0; none-mild, 0.5; mild, 1; mild-moderate, 1.5; moderate, 2; moderate-severe, 2.5; and severe, 3.

CT Images All patients underwent single-breath-holding contrast-enhanced electrocardiogram (ECG)-gated CT imaging with an 80-slice multidetector CT scanner (Aquilion; Canon Medical Systems, Japan) before catheter ablation. The LA volume (LAV), RA volume (RAV), and LA appendage volume (LAAV) were calculated during the atrial end-diastolic phase using semi-automated 3D reconstruction. Atrial volumes were determined by CT as previously reported in the study by Fuchs et al.

Electro-Anatomical Mapping In patients with non-PAF, voltage mapping was obtained at sinus rhythms after ablation using a 7-F decapolar circular catheter (REFLEXION HD; Abbott, Inc.). Mapping points were acquired to fill all color gaps on the voltage map using an electro-anatomical mapping system. Each acquired point was classified according to the peak-to-peak electrogram as follows: >0.5 mV, healthy; 0.2–0.5 mV, diseased; and <0.1 mV, scarred. Low voltage area was defined as a site with ≥3 adjacent low voltage points of <0.5 mV, similar to what was reported in a previous study.

Radiofrequency Catheter Ablation Pulmonary vein isolation (PVI) was performed using one 7-F decapolar circular catheter (Optima; St. Jude Medical, Inc.) positioned at the ostia of the ipsilateral PVs. We created bilateral circular lesions with wide-area circumferential ablation encircling the ipsilateral PV. Abbott FlexAbility ablation catheter or Abbott TactiCath contact force (CF) sensing catheters were used. A point-by-point ablation was performed. Energy was delivered at 25–35 W power with the temperature limited to 45°C.

A non-contact ablation protocol has been previously published. Contact guide ablation using a TactiCath CF sensing catheter targeted to 10–40 g, catheter stability and CF waveforms were monitored visually, and the lesion size was targeted to the standard value (from 5 to 6 points). Esophageal temperature monitoring was performed in all patients. No patient underwent extensive complex fractionated atrial electrogram ablation. Only patients with clinical or induced right atrial isthmus flutter underwent cavotricuspid isthmus (CTI) ablation. All non-CTI flutters and other atrial tachycardias (AT) were mapped and ablated using activation and entrainment mapping, if induced easily. Additionally, mitral isthmus ablation and/or roof-line ablation were rarely performed for the treatment of LA flutter and/or roof-dependent AT. Ablation in the superior vena cava (SVC) isolation were also rarely performed. Biphasic direct-current cardioversion (defibrillation) restored sinus rhythm if AF did not terminate spontaneously after successful PVI. The endpoint of the PVI was the creation of a bidirectional conduction block between the LA and the PVs. All PVs were successfully isolated following the procedure.

Follow up Antiarrhythmic drugs (AADs) before the ablation were prescribed only if early recurrences of AF
were observed prior to discharge in patients with AF. Administration of AADs was stopped 3 months after ablation (blanking period) in patients who did not experience a recurrence of atrial tachyarrhythmia. All patients were followed up with a 12-lead ECG after 1 month and every 2 months. And 24h, Holter monitoring was performed every 6 and 12 months during follow up. If suggestive symptoms occurred, additional Holter monitoring and/or external loop recorder (SPIDERFLASH-t AFib: Sorin, France) would be performed to minimize the risk of missing recurrence of AF after ablation. Recurrence of atrial tachyarrhythmia lasting >30 s documented by a 12-lead ECG or 24-h Holter monitoring after a 3-month blanking period from the ablation procedure.

Statistical Analysis
We select candidate variables for model development in 4 steps, as shown in the “variable selection” part of Figure 1A. The EHR data record 126 clinical variables; we first check the percentage of missing values of each variable and exclude variables that have >20% missing values. Second, numerical variables with missing values are imputed with mean value and the missing values of categorical variables are imputed with mode value. Third, we use univariate CPH analysis to check the association between each variable and AF recurrence; variables with statistically significant hazard ratios (P<0.05) are selected. Then, multicollinearity is assessed by using Pearson’s correlation coefficient between pairs of variables (all ≤0.60), as was done in the study by Mesquita et al.21 The statistical analysis is performed by Python-3.7.7 on Windows X64.

Model Development
After variable selection, we use a 10-fold cross validation to split training and testing sets with stratified sampling for model development and evaluation, respectively. All numerical candidate variables are normalized by z-score normalization. The proposed CNNSurv has 3 convolutional branches, each with different size of 1D convolutional filters or stride sizes. In this way, the model is expected to learn from multiple variable sets consisting of different variable combinations. The detailed model structure for an input of 4 variables as an example is illustrated in Figure 1B. We set the number of convolutional kernels to be the same as the number of input variables. The kernel size in branch1 is the same as the input dimension to learn from all the input variables for global information capturing. Branch2 and branch3 extract local features with smaller kernel size and set stride to get different local combinations of input variables to increase feature diversity. We use batch normalization to the convolutional layer to speed up the training of a neural network and use dropout to reduce overfitting and generalization error.24 We use a rectified linear unit (ReLU) activation function for non-linearity learning. Huang et al suggested that for DL approaches, simpler models can have similar or better performances compared with more complex models in biological data analysis.25 Additionally, complex models with more parameters may be prone to overfitting in small sample datasets. Therefore, we try to simplify our model as much as possible by directly connecting the output layer after convolutional layers. The output layer is a fully connected layer with a linear activation and outputs recurrence-free probability. The model is trained with an Adam optimizer, a learning rate of 0.05, and a training batch size of 64. We set an early stopping if the loss function does not decrease in 20 consecutive epochs, otherwise the training process will continue to 1,000 epoch.

For comparison, we also build a DeepSurv model.26 It is a shallow and single branch model with 2 FC layers; the number of units in each layer is the same as the number of input variables. The first layer of DeepSurv is also followed by normalization, ReLU activation function and Dropout. Its training configurations are the same as those used in CNNSurv. Additionally, a multivariate CPH model is developed because it is the most used conventional statistical method for survival analysis.

Fewer and easily collected predictors are preferred, which enable a predictive model to be easily used in a clinical setting.28 Therefore, we employ a backward elimination procedure for further variable selection and model simplification after the above initial model development. We set the testing C-index27 as the deletion criterion. We delete the variable that has the greatest negative impact on testing performance and repeat this process until no further variable would reduce testing performance.

Model Evaluation
We use C-index, time-dependent AUC28 and calibration plot, as used in the study by Miyagawa et al.,29 for the discrimination and calibration measurement of the 3 models. We use the Hosmer-Lemeshow test to check the statistical difference between actual and predicted recurrence-free probabilities in the calibration plot. We further calculate the recurrence-free function of each patient in the entire dataset and divided all patients into three groups: low-, medium- and high-risk groups, based on the first quartile, median and third quartile of predicted recurrence-free probability. Then, we fit Kaplan-Meier curves for the 3 risk groups and use a log-rank test to compare the recurrence-free curves among groups. In addition to the evaluation of model performance, we also assess the importance of predictors based on their effects on testing performance.

Results
Baseline Characteristics and Variable Selection
A total of 310 consecutive patients were recruited, with a mean follow up of 13.5 months (13.5±6.9 months), during which 94 patients encountered AF recurrence. The clinical characteristics of patients with or without AF recurrence included in this study are summarized in Supplementary Table 1. We present variables as mean±standard deviations or number and percentage. Univariate CPH analysis reveals that non-PAF (hazard ratio 2.92, 95% confidence interval (CI) (1.95–4.39), P<0.005), AF duration (1.10, (1.05–1.16), P<0.005), LAV (1.02, (1.01–1.02), P<0.005), LAV (1.04, (1.02–1.06), P<0.005), LA diameter (LAD) (1.06, (1.02–1.10), P<0.005), MR (1.39, (1.01–1.92), P=0.04), TR (1.50, (1.08–2.08), P=0.02), RAV (1.01, (1.01–1.01), P<0.005) and log-transformed NT-proBNP (logNT-proBNP) (2.07, (1.42–3.02), P<0.005) are the statistically significant risk factors of AF recurrence. Then, we use Pearson’s correlation coefficient (all ≤0.60) to check the multicollinearity among the above risk factors. Finally, all of the statistically significant risk factors are selected as candidate predictors for further modelling.
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Due to sparse connectivity in the CNN, its results would slightly vary depending on the order of predictors fed into the model. Thus, we check all C-indexes when inputting the 4 predictors in a different order. All the results are listed in Supplementary Table 2. When the input is with the order of logNT-proBNP, LAAV, LAV, PAF, CNNSurv obtains the best C-index of 0.76 (0.72–0.79). We performed the same elimination procedure for DeepSurv and CPH, and the C-index of DeepSurv increases to 0.74 (0.68–0.80) with predictors: PAF, duration, LAV, LAD, RAV.

Performance of Prediction Models and Predictor Importance

The proposed model is trained with the 9 predictors described above. Through the validation using the testing set, the average C-index of the proposed model is 0.73 (95% CI (0.68–0.78)), whereas the average C-indexes of DeepSurv and CPH are 0.71 (0.64–0.78) and 0.70 (0.63–0.76), respectively. After back elimination, the C-index of CNNSurv increases to 0.75 (0.72–0.79) when trained with 4 predictors: LAV, LAAV, PAF, and logNT-proBNP.

<table>
<thead>
<tr>
<th>Model</th>
<th>Before back elimination</th>
<th>After back elimination</th>
<th>Best variables order</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNNSurv</td>
<td>Train: 0.73 (0.72–0.75); Test: 0.73 (0.68–0.78)</td>
<td>Train: 0.75 (0.74–0.75)<em>; Test: 0.75 (0.72–0.79)</em></td>
<td>Train: 0.75 (0.74–0.76)<strong>; Test: 0.76 (0.72–0.79)</strong></td>
</tr>
<tr>
<td>DeepSurv</td>
<td>Train: 0.73 (0.70–0.75); Test: 0.71 (0.64–0.78)</td>
<td>Train: 0.73 (0.71–0.75)<em>; Test: 0.74 (0.68–0.80)</em></td>
<td>–</td>
</tr>
<tr>
<td>CPH</td>
<td>Train: 0.72 (0.72–0.73); Test: 0.70 (0.63–0.76)</td>
<td>Train: 0.72 (0.71–0.72)<em>; Test: 0.71 (0.65–0.77)</em></td>
<td>–</td>
</tr>
</tbody>
</table>

Data are presented as mean (95% CI). *After back elimination, the models’ performance becomes better than before. **The best C-index.

Figure 2. Discrimination ability of the models (CNNSurv, DeepSurv, CPH). (A,B) the C-index of models before and after back elimination. (C,D) Time-dependent AUC of models.
the calibration plot shown in Figure 3A. It fits well to a diagonal line (y=x), and the P values for goodness of fit are 1.00 for both 1- and 2-year recurrence prediction, respectively. The calibration plots of DeepSurv and CPH are shown in Figure 3B, C, respectively. For 1- and 2-year recurrence prediction, P values for goodness of fit are 1.00 and 0.9998, respectively, in DeepSurv, and 0.9991 and 0.9987, respectively, in CPH. CNNSurv has a reliable alignment with a diagonal line for 1-year recurrence prediction, especially when recurrence-free probability is <0.9. The calibration plots of DeepSurv and CPH are more dispersive. DeepSurv tends to underestimate recurrence-free probability when it is >0.8, whereas in most cases, CPH tends to overestimate the survival probability.

Figure 4A–C shows the risk stratification conducted by CNNSurv, DeepSurv and CPH, respectively. For all 3 models, the log-rank test indicates that the recurrence rates of low- and high-risk groups have significant difference. However, low- and medium-risk groups stratified by CPH do not show significant difference. This indicates CPH fails to identify patients with low- or medium-risk of recurrence. Although DeepSurv has the ability to identify low-risk or medium-risk recurrence patients, CNNSurv provides a more

proNT_logBNP. CPH needs only 3 predictors: PAF, duration, LAV, to obtain its best C-index 0.71 (0.65–0.77). As summarized in Table, with or without back elimination, CNNSurv always outperforms DeepSurv and CPH. Figure 2A and 2B show that the testing C-index of CNNSurv has a shorter interquartile range (IQR) than that of DeepSurv and CPH, indicating that CNNSurv may have better robustness. Furthermore, when the 3 models trained on fewer variables determined by back elimination, their C-indexes have less variance.

In addition to the C-index, we also evaluated time-dependent AUC of models, as shown in Figure 2C, D. We set the upper boundary to 24 months, because the censoring rate is high at later time points. During follow up, the average time-dependent AUCs of CNNSurv, DeepSurv and CPH are 0.76 (0.75–0.78), 0.75 (0.72–0.78) and 0.69 (0.64–0.73), respectively. CNNSurv has more stable AUCs with shorter IQR and its AUC is always >0.70 at each time point. However, DeepSurv and CPH may have extremely low AUCs at some points, as shown in Figure 2C. DL methods always have better AUCs than CPH for the prediction of recurrence after 1 year.

We evaluate the calibration of the proposed model using
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and LAD. These predictors’ importance varies with each model; the exception is LAV, which is the most important predictor in all 3 models.

Discussion

Catheter ablation, mainly via PVI, is an effective treatment to restore sinus rhythm for patients with AF, but the prognosis after therapy is complex, this includes recurrence or recurrence-free, short-term or long-term recurrence. Predictors for the prognosis are also miscellaneous. In this study, we propose a CNNSurv for AF recurrence prediction. Its discrimination and calibration abilities are evaluated using C-index, time-dependent AUC, and calibration plot. They are better than those of DeepSurv and CPH.

Previous studies have demonstrated that DL can be
PAF, LAAV and LAV, which are commonly available in most hospital data. LAV gives the most important contribution to models, and it indicates that LAV has the strongest relationship with AF recurrence. This may due to its association with structural remodeling in AF. A similar conclusion was also found by Mesquita et al.\textsuperscript{21} and Wang et al.\textsuperscript{37} Type of AF was a commonly used predictor for AF recurrence prediction in some studies,\textsuperscript{7,21,30–33,38} and these studies indicated that non-PAF patients had a higher risk of recurrence. This conclusion is also compatible with our results, as shown in Supplementary Table 3, where the proportions of patients with non-PAF in the low-, medium- and high-risk groups are 0%, 21.4% and 88.5%, respectively.

NT-proBNP is confirmed as the strongest predictor of incident AF,\textsuperscript{39} and Zhang et al suggested that the NT-proBNP level would be a predictor of AF recurrence after catheter ablation because a higher NT-proBNP level was associated with a higher risk of recurrence.\textsuperscript{40} In the 3 risk groups classified by the proposed model, patients in the high-risk group have the highest logNT-proBNP (2.8 ± 0.4). Furthermore, the LAAV of patients in the high-risk group are apparently larger than those of patients in the low-risk group: 13.0 ± 7.2 vs 8.4 ± 3.0 mL. This result is also mentioned by Teixeira et al, whereby a larger LAAV was associated with AF recurrence.\textsuperscript{41}
In the 3 risk groups, increased LA and RA structural variables are associated with higher risks of recurrence, as described in Supplementary Table 3. A significant functional MR or TR is defined as at least a moderate degree of MR or TR, and the high-risk group has higher proportions of significant functional MR and TR than those of the low- and medium-risk groups (MR: high vs. medium vs. low: 14.0% vs. 8.5% vs. 2.5%; TR: 25.6% vs. 7.8% vs. 2.6%).

Patients in the high-risk group show a higher HR and a higher proportion of patients have HT. Variables of gender, height, weight, body surface area and body mass index have no significant difference among the 3 risk groups. Some studies suggested that age is a predictor for AF recurrence, but in this study, age does not show a statistically significant difference among the risk groups. The reason might be that 70% of patients in this study are aged >60 years, and all patients are aged >20 years and only 1.9% of them are aged <40 years.

Limitations of this study are as follows:

1. The recurrence event in patients may be underestimated due to a lack of continuous ECG monitoring; however, the purpose of catheter ablation is to improve patients’ symptoms; the follow-up protocol used in this study can capture the essential prognostic condition after treatment.

2. Some variables have a high proportion of missing values such as variables related to sleep, or are not recorded in this dataset; for example, previous ablations, thus hindering their inclusion in model development.

3. The proposed model is developed based on a small cohort. As a result, although the proposed model shows a considerable discrimination and calibration performance in our dataset, the patients in this study are biased to being elderly and lacking an external dataset. Therefore, the generalization of the model should be further validated on samples from multiple hospitals and populations.

4. We cannot provide an explicit survival function or equation, and we cannot suggest specific cut-off values of predictors because of the “black-box” characteristic of the model.

Conclusions

In this study, we proposed a DL model with 4 predictors: LAV, PAF, logNT-proBNP and LAAV. The model demonstrates better discrimination and calibration ability than conventional statistical analysis, and may provide valuable guidance to determine patients who will benefit most from the ablation treatment and avoid unnecessary treatment and costs; for hospitals, it may guide the rational use of medical resources.
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