Deep Learning Algorithm to Detect Cardiac Sarcoidosis From Echocardiographic Movies
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Background: Because the early diagnosis of subclinical cardiac sarcoidosis (CS) remains difficult, we developed a deep learning algorithm to distinguish CS patients from healthy subjects using echocardiographic movies.

Methods and Results: Among the patients who underwent echocardiography from January 2015 to December 2019, we chose 151 echocardiographic movies from 50 CS patients and 151 from 149 healthy subjects. We trained two 3D convolutional neural networks (3D-CNN) to identify CS patients using a dataset of 212 echocardiographic movies with and without a transfer learning method (Pretrained algorithm and Non-pretrained algorithm). On an independent set of 41 echocardiographic movies, the area under the receiver-operating characteristic curve (AUC) of the Pretrained algorithm was greater than that of Non-pretrained algorithm (0.842, 95% confidence interval (CI): 0.722–0.962 vs. 0.724, 95% CI: 0.566–0.882, P=0.253). The AUC from the interpretation of the same set of 41 echocardiographic movies by 5 cardiologists was not significantly different from that of the Pretrained algorithm (0.855, 95% CI: 0.735–0.975 vs. 0.842, 95% CI: 0.722–0.962, P=0.885). A sensitivity map demonstrated that the Pretrained algorithm focused on the area of the mitral valve.

Conclusions: A 3D-CNN with a transfer learning method may be a promising tool for detecting CS using an echocardiographic movie.
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Katsushi Kas et al. graphic movies to develop a deep learning algorithm with transfer learning that could distinguish abnormal cardiac findings in CS from normal cardiac findings. Furthermore, we validated the diagnostic accuracy of the algorithm by comparing it with cardiologists’ interpretations.

Methods

Study Sample

Patients aged ≥18 years who underwent echocardiography at The University of Tokyo Hospital from January 2015 to December 2019 were included in the study. For the CS group, we selected 50 patients with a diagnosis of CS based on “JCS 2016 guideline on diagnosis and treatment of cardiac sarcoidosis”. Echocardiographic movies in the apical 4-chamber view of the patients without a pacemaker, implantable cardioverter defibrillator, or ventricular assist device (151 movies) were obtained. For the Control group, we randomly selected 149 healthy subjects with normal echocardiographic findings and without CS, whose age, sex, and ultrasound machines or vendors used for the examination were matched with those in the CS group as closely as possible. Normal echocardiographic findings were defined as: sinus rhythm at the time of examination, interventricular septal thickness <10 mm, LV posterior wall thickness <10 mm, LV end-diastolic diameter <55 mm, LV end-systolic diameter less than 42 mm, LVEF >60%, left atrial diameter <40 mm, no or trivial valvular disease, estimated right ventricular systolic pressure <35 mmHg, and a wall motion score of 1.0. As many echocardiographic movies in the apical 4-chamber view of the Control group as those of the CS group were also collected. Finally, 302 movies from 50 CS patients and 149
Echocardiographic Data Acquisition

Echocardiography was performed by skilled ultrasound sonographers or cardiologists (Vivid 7/Vivid E9/Vivid E95, GE Healthcare, Waukesha, Wisconsin, USA; iE33/EPIQ7, Philips, Amsterdam, The Netherlands; Xario/Artida/Aplio300/AplioXV, Toshiba, Tokyo, Japan; or Acuson SC2000, Siemens, Munich, Germany). Echocardiographic measurements were obtained at the time of image acquisition according to the American Society of Echocardiography recommendations, and the interpretation of each echocardiographic scan was performed by 1 or 2 experienced echocardiologists. The measurements were exported as a comma-separated value (CSV) file. Echocardiographic movies in the apical 4-chamber view from both groups were imported in the Moving Picture Experts Group (MPEG) file format. All movies were cropped at different ratios in each ultrasound machine to remove text, the ECG monitoring, and other information outside of the scanning sector. The resulting square movies were 290×290, 340×340, 410×410, 450×450, 475×475, 500×500, or 570×570 pixels depending on the ultrasound machine, and were transformed into 112×112 pixels Audio Video Interleave (AVI)
movies with down sampling.

Development of the Deep Learning Algorithm for Detecting CS

The deep learning algorithm was developed to detect the presence of CS from an echocardiographic movie using R2+1D architecture,10 which has a 3D-CNN architecture. The 3D convolutions of this architecture consisted of a 2D spatial convolution followed by a 1D temporal convolution.14 Using R2+1D architecture and semantic segmentation algorithm, Ouyang et al developed a deep learning algorithm called EchoNet-Dynamic that trains from 7,465 echocardiographic movies in the apical 4-chamber view and predicts the LVEF value.10 Their code and datasets are publicly available. Transfer learning was applied to overcome overfitting because the size of our dataset was very small.11

Firstly, we pretrained the R2+1D architecture using the publicly available EchoNet-Dynamic dataset, and then we replaced the final, fully connected layer that had a single output applied as a sigmoid nonlinearity to return the probability of CS. Finally, we retrained the pretrained R2+1D architecture on our training dataset. We called this the “Pretrained algorithm” (Figure 2A). To verify the usefulness of the transfer learning, we also developed an algorithm without pretraining; we trained the R2+1D architecture only with our training dataset and called it the “Non-pretrained algorithm” (Figure 2B).

During training, our training dataset was augmented with random rotation, horizontal flipping, inverting color, Gaussian blurring, upsampling, and downsampling. For algorithm input, 3 movie clips of 32 frames were generated from 1 echocardiographic movie. For predicting CS, our algorithms were trained to minimize the binary cross-entropy loss between the prediction and ground truth using Adam,15 which is an effective variant of the stochastic gradient descent optimization, with an initial learning rate of 0.00001 and batch size of 8 for 30 epochs. The learning rate was reduced by a factor of 2 if the loss on the validation dataset plateaued after 5 epochs. If the loss did not decrease for 10 consecutive epochs, model training was stopped even if 30 epochs had not been completed, and the model’s weights at the lowest loss value were saved.

The developed algorithms were applied to the test dataset to evaluate their diagnostic performance. However, because the input movie comprised 32 consecutive frames randomly cut from 1 movie, different inputs could be made to the algorithm for each evaluation. Therefore, the evaluation was performed 10 times, and the average value of each evaluation was used as the predicted value (i.e., the probability of the presence of CS calculated by the developed algorithms). Our algorithms were developed in Python using the PyTorch deep learning library and a Nvidia Tesla V-100 32 GB graphics processing unit.

Evaluation of the Developed Algorithm’s Performance

For the test dataset, we calculated the accuracy and sensitivity, specificity, positive predictive value (PPV), and

| Table 1. Baseline Demographic Characteristics and Conventional Echocardiographic Parameters |
|-----------------------------------------------|-------------------------------------------------|------------------------|
| CS group (151 movies from 50 patients) | Control group (151 movies from 149 subjects) | P value |
| Age (years) | 64.7 (11.2) | 64.7 (11.2) | 1.000 |
| Male | 70 (46.4%) | 70 (46.4%) | 1.000 |
| Height (cm) | 160.3 (9.5) | 161.4 (8.8) | 0.312 |
| Body weight (kg) | 58.8 (14.0) | 58.8 (12.0) | 0.996 |
| IVS (mm) | 9.2 (2.5) | 8.3 (1.2) | <0.001 |
| LVDPd (mm) | 9.0 (2.1) | 8.4 (1.16) | 0.004 |
| LVDd (mm) | 50.1 (8.5) | 42.8 (4.7) | <0.001 |
| LVDs (mm) | 38.1 (11.3) | 26.5 (3.3) | <0.001 |
| LVEF (%) | 49.6 (16.7) | 68.5 (5.5) | <0.001 |
| LA (mm) | 36.9 (6.9) | 32.4 (4.3) | <0.001 |
| RVSP (mmHg) | 25.1 (7.3) | 22.8 (5.8) | 0.008 |
| WMS | 1.5 (0.6) | 1.0 (0.0) | <0.001 |
| MR | No | 16 (10.6%) | 44 (29.1%) | <0.001 |
| | Trivial | 77 (51.0%) | 104 (68.9%) |
| | Mild | 47 (31.1%) | 0 (0.0%) |
| | Mild-moderate | 6 (4.0%) | 0 (0.0%) |
| | Moderate | 3 (2.0%) | 0 (0.0%) |
| | Moderate-severe | 1 (0.7%) | 0 (0.0%) |
| | Severe | 1 (0.7%) | 0 (0.0%) |
| | LV aneurysm | 55 (36.4%) | 0 (0.0%) | <0.001 |
| | Basal septum aneurysm | 33 (21.9%) | 0 (0.0%) | <0.001 |

Data are presented as n (%) or mean (standard deviation). P values are from the unpaired Student’s t-test or the Chi-squared test for differences in the distribution of values between the CS and Control groups. CS, cardiac sarcoidosis; IVS, interventricular septum; LA, left atrium; LV, left ventricular; LVDd, LV end-diastolic diameter; LVDs, LV end-systolic diameter; LVEF, LV ejection fraction; LVDPd, LV posterior wall thickness; MR, mitral regurgitation; RVSP, right ventricular systolic pressure; WMS, wall motion score.
negative predictive value (NPV) of the developed algorithms when the cutoff value was set to 0.5. The area under the receiver-operating curve (AUC) of the developed algorithms was also calculated. We compared the diagnostic performance of the Pretrained algorithm with that of the Non-pretrained algorithm to evaluate the usefulness of transfer learning.

Additionally, we compared the diagnostic performance of the Pretrained algorithm with that of 5 cardiologists interpreting the test dataset. All of the cardiologists were board-certified with more than 7 years of clinical experience. The movies of the test dataset were classified as CS (score 1) or normal (score 0). We calculated the accuracy and sensitivity, specificity, PPV, and NPV of each cardiologist. The AUCs of the cardiologists were also calculated using the average value of each predicted score.

Similarly, we calculated the diagnostic performance of the Pretrained algorithm, the Non-pretrained algorithm, and the cardiologist’s interpretations on 29 echocardiographic movies from 24 participants (7 movies from 2 CS patients and 22 movies from 22 healthy subjects) with preserved LV systolic function (defined as LVEF ≥ 50%) in the test dataset.

Furthermore, to visualize the areas of interest on which the algorithms focused, we used M3D-CAM, which is a library for generating attention maps with a CNN-based model for 2D and 3D data, as well as with classification and segmentation tasks.16

### Statistical Analysis

Continuous variables are presented as mean and standard deviation, and were compared using the unpaired Student’s t-test or Mann-Whitney U test. Categorical variables are expressed as frequencies and percentages, and were compared using the Chi-squared test. The 95% confidence intervals (CIs) of the accuracy, sensitivity, specificity, PPV, and NPV were evaluated using boot-strapping (10,000 times resampling with replacement).17 The DeLong method was used to compare the AUCs of the developed algorithms with those of the cardiologists.18 Statistical analysis was performed using R version 4.0.2. (pROC-package authorized by Xavier Robin). Statistical significance was defined as P<0.05.

### Results

#### Participants’ Characteristics and Development of the Algorithm

This study included 302 echocardiographic movies from 50 CS patients and 149 healthy subjects. The participants’ characteristics and conventional echocardiographic parameters are shown in Table 1. The mean and standard deviation of the participants’ ages was 64.7±11.2. There were 70 movies from 21 males in the CS group, and 70 movies from 69 males in the Control group. In the CS group, a diagnosis of basal septum aneurysm was made in 33 (21.9%) echocardiographic movies (Table 1). In addition, 47 (31.1%) echocardiographic movies were considered to be subclinical CS, and a diagnosis of isolated CS was made in 53 echocardiographic movies (35.1%). The baseline demographic characteristics and conventional echocardiographic parameters in preserved LV systolic function and impaired LV systolic function subgroup of the CS patients are shown in Supplementary Table 1. Among 302 echocardiographic movies collected from 199 participants, the training dataset, validation dataset, and test dataset included 212 movies from 138 participants (70.2%), 49 movies from 31 participants (16.2%), and 41 movies from 30 participants (13.6%), respectively (Figure 1).

### Diagnostic Performance

Diagnostic performance values of both the Pretrained and Non-pretrained algorithms on the test dataset when the cutoff value was set to 0.5 are shown in Table 2. The accuracies of the Pretrained and Non-pretrained algorithms were 70.7% (95% CI: 54.5–83.9) and 65.9% (95% CI: 49.4–80.0), respectively, sensitivities were 89.5% (95% CI: 66.9–98.7) and 63.2% (95% CI: 38.4–83.7), respectively, and specificities were 54.6% (95% CI: 32.2–75.6) and 68.2% (95% CI: 45.1–86.1), respectively. The AUC of the Pre-
Trained algorithm was greater than that of Non-pretrained algorithm (0.842, 95% CI: 0.722–0.962 vs. 0.724, 95% CI: 0.566–0.882; P=0.253), although the difference did not reach the statistical significance (Figure 3).

Diagnostic performance values of the cardiologists’ interpretations of the test dataset are shown in Table 3. The accuracy, sensitivity, and specificity of the cardiologists’ interpretations were (mean±SD) 75.1±8.6%, 72.6±7.0%, and 77.3±14.4%, respectively. The AUCs of the cardiologists’ interpretations are shown in Supplementary Table 2. The accuracy, sensitivity, and specificity of the cardiologists’ interpretations were (mean±SD) 69.0±9.0%, 42.9±20.2%, and 77.3±14.4%, respectively. The AUCs of the cardiologists’ interpretations are shown in Supplementary Figure 2. The AUC of the cardiologists’ interpretation was less than that of Pretrained algorithm (0.701, 95% CI: 0.479–0.924 vs. 0.825, 95% CI: 0.661–0.989: P=0.455), although the difference did not reach statistical significance.

Visualizing the Algorithm’s Decision
The M3D-CAM method depicted the focus of the Pretrained algorithm when interpreting an echocardiographic movie. For the Control group, the Pretrained algorithm focused on the interventricular septum and basal lateral wall, whereas for the CS group, the algorithm focused on the mitral valve (Figure 5, Supplementary Movie).

Discussion
The algorithm we developed using transfer learning showed a diagnostic performance comparable to that of cardiologists in distinguishing CS patients from healthy subjects using echocardiographic movies. In addition, our study demonstrated that the developed algorithm focused on the area of the mitral valve in the CS movies.

This is the first report of an algorithm that can successfully detect heart disease by analyzing echocardiographic movies. When applying deep learning to echocardiography, whether the input data is an echocardiographic still image or an echocardiographic movie is thought to be essential. A previous study showed that a deep learning algorithm can predict heart disease, such as hypertrophic cardiomyopathy, cardiac amyloidosis, and pulmonary hypertension, using echocardiographic images with high accuracy. However, whereas a movie is time-series data of the image, the echocardiographic still images lack the temporal information in the echocardiographic movies, such as myocardial motion, heart rate, and heart rhythm. For action recognition tasks, it is more appropriate to analyze with temporal information in the echocardiographic movies, such as myocardial motion, heart rate, and heart rhythm. Therefore, if the features can be appropriately extracted from both the temporal and spatial information in the echocardiographic movies, the accuracy of the heart disease prediction should be improved by analyzing echocardiographic movies rather than analyzing echocardiographic still images.
In addition, an algorithm that can make a diagnosis of CS using echocardiographic data has not been developed, likely because a large amount of data on CS have not been collected due to the rarity of the disease. We were only able to collect 151 echocardiographic movies from 50 CS cases. When training complex algorithms with small amounts of data, overfitting often reduces the accuracy. To overcome this, transfer learning was adopted in this study (Pretrained algorithm). In particular, transfer learning is often applied in the medical field, where available data are limited. For example, CheXNeXt, a CNN that detects the presence of 14 different pathologies from a chest X-ray, uses transfer learning of a 2D CNN. In addition, AppendixNet, a 3D-CNN to detect appendicitis from computed tomography (CT), was developed using a small training dataset of less than 500 training CT exams after pretraining on a large collection of YouTube videos called Kinetics that consist of approximately 500,000 video clips annotated for 1 of 600 human action classes. We used transfer learning of the spatiotemporal CNN of EchoNet-Dynamic, which was trained from 7,465 echocardiographic movies annotated for the LVEF value. The resulting algorithm was developed even with a small dataset of echocardiographic movies of CS, and could provide a powerful diagnostic performance comparable to cardiologists’. To our best knowledge, there has not been any study of transfer learning using the EchoNet-Dynamic dataset, but there is potential to develop algorithms for predicting the presence of various heart diseases.

Furthermore, by using the M3D-CAM method, we found that the Pretrained algorithm likely focused on the area of the mitral valve for the CS movies to distinguish CS patients from healthy subjects. In a CS patient, 3 factors can change the movement of the mitral valve. First, chronic inflammation in the myocardium increases myocardial stiffness, resulting in LV diastolic dysfunction. A previous study demonstrated that LV diastolic dysfunction causes changes in the mitral inflow pattern, resulting in changes in the mitral valve’s movement. Second, mitral valve regurgitation or prolapse can occur because of papillary muscle dysfunction from sarcoid infiltration of the papillary muscles. Finally, functional mitral valve regurgitation because of LV dilatation can restrict diastolic opening of the mitral leaflets. These changes have been detected by the Pretrained algorithm as changes in the mitral valve on the echocardiographic movies of CS patients.

Moreover, we found that our algorithm could distinguish CS patients from healthy subjects with high sensitivity, even in participants with normal cardiac function. Previous studies showed that echocardiography has a low sensitivity and NPV to diagnose early or localized mild CS. On echocardiographic movies from participants with preserved LV systolic function in the test dataset, the Pretrained algorithm had a sensitivity of 85.7% (95% CI: 42.1–99.6) and NPV of 92.3% (95% CI: 65.3–98.7), whereas the sensitivity and NPV of the cardiologists (mean±SD) were 42.9±20.2% and 81.3±4.2%, respectively. These findings suggested that our algorithm might detect subtle abnormal findings appearing in early-stage CS, which could not be detected as conventional echocardiographic parameters.

In the near future, we will develop a deep learning algorithm that can be used as a clinical screening tool to detect cases of previously underestimated CS, such as symptom-
atic CS or early-stage CS with preserved cardiac function. In health check-ups or primary care without cardiologists, the developed algorithm using echocardiographic movies will enable us to detect asymptomatic or subclinical CS patients in the general population, who should then undergo PET or MRI. Furthermore, in the general hospital, this developed algorithm will aid in the early diagnosis of CS, which will lead to improvement in prognosis. At present, our developed algorithm can distinguish abnormal cardiac findings in CS from normal cardiac findings, which has cleared an important first step in the process of developing an algorithm that can diagnose CS using echocardiographic movies in the clinical setting.

**Study Limitations**
Firstly, although the M3D-CAM method clearly depicted the focus of the developed algorithm in interpreting cardiac findings in echocardiographic movies, it is unknown whether the features extracted from the echocardiographic movies by the algorithm were specific to CS or universal across the cardiac diseases. Because the aim of this study was to distinguish CS patients from healthy subjects, we included healthy subjects in the Control group. Because our algorithm cannot train data for other heart diseases, it is not possible to distinguish CS from other heart diseases. In order to achieve our ultimate goal of developing a deep learning algorithm that can diagnose CS with high accuracy using echocardiographic movies, as the next step we have to develop a deep learning algorithm to differentially diagnose CS and other heart diseases. In the future, it will be necessary to create a dataset that includes a large number of cardiomyopathy cases and develop an algorithm that classifies CS from among them. Secondly, the available data were limited. We had 151 echocardiographic movies from CS patients. It is necessary to have and learn more data to develop a better algorithm because 3D-CNN has a large number of parameters that need to be optimized. If more data can be collected, it may be possible to develop an algorithm that exceeds the diagnostic performance of cardiologists. However, because available data at a single facility are limited, it is necessary to collect CS cases from multiple institutions to increase the data and develop a more accurate algorithm. Moreover, the EchoNet-Dynamic dataset for pretraining contained only echocardiographic movies in the apical 4-chamber view. If echocardiographic movies in other views, such as the apical 2-chamber view or long-axis view, can be used, the diagnostic performance can be improved even more. However, in order to analyze the echocardiographic movies in various views, it is necessary to classify them, and extract the features of CS in each view. Probably, our limited data were insufficient to analyze the echocardiographic movies in various views. In addition, because the available echocardiographic movie dataset did not include echocardiographic movies in multiple views, it was also not possible to apply transfer learning to analyzing the echocardiographic movies in various views. Therefore, it is necessary to collect more CS cases or obtain a public dataset of echocardiographic movies consisting of various views. Finally, this study was a single-center retrospective study, limiting generalizability. Further study using external data is needed.

**Conclusions**
The 3D-CNN Pretrained algorithm using EchoNet-Dynamic dataset could detect CS with high accuracy using a small number of echocardiographic movies. Deep learning is expected to be a promising tool for diagnosing CS using echocardiographic movies.
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Supplementary Files

**Supplementary Movie.** Representative movies of M3D-CAM for the Pretrained algorithm on the test dataset. A is the echocardiographic movie of two cases of the Control group. B is the echocardiographic movie of two cases of the CS group. In each set, the left side movie is the original echocardiographic movie and the right side movie is the echocardiographic movie with M3D-CAM for the Pretrained algorithm. The red and yellow areas represented by M3D-CAM indicate the areas upon which the algorithm focused.
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