Significance of data selection in deep learning for reliable binding mode prediction of ligands in the active site of CYP3A4

Atsuko Sato\textsuperscript{a}, Naoki Tanimura\textsuperscript{b}, Teruki Honma\textsuperscript{a,c,d}, Akihiko Konagaya\textsuperscript{a,*}

\textsuperscript{a} School of Computing, Department of Computer Science, Tokyo Institute of Technology; 4259 Nagatsuta-cho, Midori-ku, Yokohama, Kanagawa, 226-8503, Japan: \textsuperscript{b} Science Solutions Division, Mizuho Information & Research Institute, Inc.; 2-3, Kanda-Nishikicho, Chiyoda-ku, Tokyo, 101-8443, Japan: \textsuperscript{c} Center for Biosystems Dynamics Research, RIKEN; 1-7-22 Suehiro-cho, Tsurumi-ku, Yokohama, Kanagawa, 230-0045, Japan: \textsuperscript{d} Medical Sciences Innovation Hub Program, RIKEN; 1-7-22 Suehiro-cho, Tsurumi-ku, Yokohama, Kanagawa, 230-0045, Japan.

*E-mail: kona@c.titech.ac.jp
**Summary**

For rational drug design, it is essential to predict the binding mode of protein–ligand complexes. Although various machine learning-based models have been reported that use convolutional neural networks (deep learning) to predict binding modes from three-dimensional structures, there are few detailed reports on how best to construct and use datasets. Here, we examined how different datasets affected the prediction of the binding mode of CYP3A4 by a three-dimensional neural network when the number of crystal structures for the target protein was limited. We used four different training datasets: one large, general dataset containing various protein complexes and three smaller, more specific datasets containing complexes with CYP3A4-like pockets, complexes with CYP3A4-binding ligands, and complexes with CYP protein family members. We then trained models with different combinations of datasets with or without subsequent fine-tuning and evaluated the binding mode prediction performance of each model. The best ROC AUC model with respect to area under the receiver operating characteristic curve was obtained by training with a combination of the general protein and CYP family datasets. However, the ROC AUC – recall balanced model was obtained by training with this combination of datasets followed by fine-tuning with the CYP3A4-binding ligands dataset. Our results suggest that datasets that balance protein functionality and data size are important for optimizing binding mode prediction performance. In addition, datasets with large median binding pocket sizes may be important for the binding mode prediction specifically of CYP3A4.
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Introduction

The field of medicinal chemistry and drug design have undergone revolutionary changes inspired by recent scientific and technological innovations. In particular, computational methodologies are frequently used to reduce the cost and improve the hit-rate of experimental verification and guide medicinal chemists in the hit to lead optimization. For rational and efficient structure-based drug design, it is essential to clarify the binding modes of hits and leads with target proteins. Since the late 2000s, rapid docking algorithms, such as Glide and DOCK, that use protein structures have been widely used to predict the binding modes of designed compounds; in such docking algorithms, the various docking poses of a compound are evaluated by using empirical, knowledge-based, and physically inspired scoring functions. However, as the number of protein–ligand complexes registered in the Protein Data Bank (PDB) has increased, attention has shifted to the use of faster and more efficient machine learning methods that use the binding features of protein–ligand interactions such as interatomic distance, angle, and solvent-accessible surface area.

Cytochromes P450 (CYPs) are proteins responsible for the majority of phase I drug metabolism. Nearly 80% of drugs in current use or undergoing clinical trial are metabolized by CYPs. Therefore, accurate prediction of the binding mode between drug candidates and CYPs is important for the design of drugs with metabolic stability and few drug–drug interactions originating from CYP inhibition. Cytochrome P450 3A4 (CYP3A4) is an important CYP that is involved in the metabolism of more than 30% of drugs in current use due to its binding pocket being larger and more flexible than that of the other CYPs, which allows it to accommodate various substrates; however, this makes it difficult to use conventional docking algorithms and scores to predict the binding mode between a substrate and CYP3A4.

In machine learning methods for binding mode prediction, protein–ligand interactions are treated as usually one-dimensional descriptors and fingerprints. These methods have an accuracy that is comparable with that of conventional docking algorithms; however, there are concerns that the spatial arrangement information of the protein–ligand complex in three-dimensional (3D) space is lost and that some interactions by ring-type ligands, such as dispersion interactions, are not appropriately taken into account.

Recently, machine learning methods using 3D structure information have been developed. The main advantage of 3D structure-based machine learning methods is that they use 3D locations of atomic-level protein–ligand interactions such as the atom-type density of each
interacting atom, as well as interactions between target atoms and their surrounding atoms such as ionic bonds, hydrogen bonds, and van der Waals interactions. This makes it possible to evaluate the correctness of the docking pose without losing the spatial arrangement information of the proteins and ligands that are the essence of docking. However, when performing machine learning using a 3D structure in drug discovery, there are many cases where the size of learning data is limited, especially for a new drug target. In these cases, the issue of how to create training dataset is emerged.

Wallach et al. developed the first machine learning model for binding mode prediction, AtomNet, which uses a deep convolutional neural network (CNN) to handle the protein structure as voxel grid. In AtomNet, the binding sites of ligands are expressed as cubes with sides of 20 Å arranged in a grid with an interval of 1 Å, and the grid holds values that represent structural features. By hierarchically constructing a deep CNN architecture, AtomNet is able to model the complicated nonlinear phenomena of protein–ligand binding, significantly outperforming conventional docking approaches for a diverse range of benchmark datasets and achieving area under the receiver operating characteristic (ROC) curve values greater than 0.9 for 57.8% of targets in the Dictionary of Useful Decoys, Enhanced database.

Ragoza et al. have developed a CNN scoring function similar to AtomNet for 3D representations of protein–ligand interactions. In this scoring function, cubes with sides of 24 Å are arranged in grids with an interval of 0.5 Å, and the densities of atom types in smina are allocated to individual grids. Using this approach afforded scores for both pose prediction and virtual screening that were superior to those obtained with AutoDock Vina.

Hochuli et al. also developed a useful visualization method that decomposes the CNN-based score into individual atomic contributions using Ragoza's architecture. We use their visualization method in the discussion part of this paper.

An additional advantage of using deep neural networks is that trained models using other large data set can be re-purposed as a basis when the training dataset is small. The recent intensive study of the concept of re-training has resulted in the development of concepts such as transfer learning, inductive learning, and multitask learning. For example, pre-training is a transfer learning technique that improves prediction performance for new tasks by utilizing models already trained with related data. However, the training performance of deep neural networks, including CNNs, is often strongly affected by training set bias and overfitting, especially when the size of the training dataset is small. To address this issue, we have examined the use of pre-training using a large dataset containing a wide range of ligands to...
construct general binding mode models applicable to various target proteins without overfitting that are then subsequently fine-tuned to allow the model to take specific features of the target protein into consideration. It should be noted that models constructed with a combination of pre-training and fine-tuning almost always show better performance compared with non-fine-tuned models.\textsuperscript{36–38)}

As of 2017, only around 30 crystal structures had been reported for CYP3A4; therefore, for pre-training and subsequent fine-tuning of a CNN-based model, the crystal structures of a large number of other proteins similar to CYP3A4 must be prepared. To mitigate this issue, in the present study we used four training datasets of various specificities and sizes. By using these four datasets in various combinations, with or without fine-tuning, we examined how dataset construction and selection for pre-training and fine-tuning affected the accuracy of a neural network model for predicting the docking pose for binding CYP3A4. In addition, we visualized the binding mode features learned by our model.

**Experimental**

A workflow summarizing from data set preparation to model evaluation is shown in Fig.1.

**Datasets**

Four training datasets and one test dataset were used in this study (Table 1). The largest dataset, the general protein dataset (GP dataset, Table S1), was constructed for the model to learn the general characteristics of protein–ligand complexes. The dataset contained 337 various protein complexes with a binding affinity greater than 10 μM selected from the CSAR-NRC HiQ and CSAR HiQ Update datasets.\textsuperscript{39)} The complexes were selected by following the methods of Ragoza et al.\textsuperscript{30)}

The second dataset (PL dataset, Table S2) was about 20% the size of the GP dataset and contained 64 complexes of various protein species that contained a CYP3A4-like pocket. This dataset was constructed for the model to learn the features of CYP3A4-like pockets. The dataset was constructed by using the PoSSuM database.\textsuperscript{40)} As of September 2014, the PoSSuM database contained 5,513,691 known and putative binding sites obtained from the PDB.\textsuperscript{41)} To perform an exhaustive similarity search, each ligand binding site was encoded as a feature vector based on a molecular fingerprinting method.\textsuperscript{42)} Similar pairs of binding site were enumerated by using SketchSort\textsuperscript{43)} in PoSSuM database and searched by using a previously reported ultrafast search method.\textsuperscript{44)} Search K\textsuperscript{40)} was used to find binding sites similar to known ligand binding sites by using PDB IDs of CYP3A4. To obtain as many complexes as possible, the cosine similarity cut-off parameter was set to the lowest value of
The covalent ligand complex was deleted. Pocket volume was calculated by Site Finder program in MOE.\textsuperscript{45}

The third dataset (LL dataset, Table S3) was about 10% the size of the GP dataset and contained 28 complexes containing a known CYP3A4 ligand. This dataset was constructed for the model to learn the atomic-level features that characterize the binding mode between CYP3A4 and its ligands. This dataset was constructed via chemical ID searches of the PDB database using seventeen known CYP3A4 ligands as queries.

The fourth dataset (CF dataset, Table S4) was about 30% the size of the GP set and contained 116 complexes containing a CYP that had been obtained by PDB search. This dataset was constructed for the model to learn the features common among CYP–ligand interactions.

The test dataset (CYP3A4 dataset, Table S5) was constructed in 2017 at the start of the present study and contained twenty-two CYP3A4 complexes in which the ligands were bound near the heme group. When a complex contained two ligands and both were bound near the heme group (i.e., complexes 4K9T and 4K9U), the ligands were undocked and then redocked individually to provide two different complexes, thus ensuring that none of the data overlapped.

In all cases of dataset creation, we used the docking program in MOE\textsuperscript{45} to generate the ligand docking poses. ‘Ligand’ was specified as the docking site, and all other atoms, except the ligand atoms, were specified as ‘receptor’. Default values were used for all other settings. Under the parameter setting, all ligands in the crystal structures were redocked. The Alpha Triangle algorithm\textsuperscript{7} was used to place the ligands in the binding site, and the binding energy was scored according to the London ΔG scoring function. The Amber10:EHT force field was used to minimize the docking poses. As in the paper of Ragoza et al.,\textsuperscript{30} up to 20 poses were outputted for each crystal structure in the GP set. Up to 70 docking poses were outputted from the other four training sets because the amount of data was much smaller than the number of data with the GP set. After docking, we manually fixed inappropriate ligand structures that were in the incorrect protonation state or had an incorrect bond order. The ligand conformations in the crystal structures were added to the datasets so that all of the datasets contained ‘correct poses’. The reason for this was the fact that it is difficult to obtain the correct pose by docking only when a highly flexible compound binds to a large binding pocket.\textsuperscript{46} For the purposes of training, poses with a heavy-atom root-mean-square deviation (RMSD) less than 2 Å from the crystal pose were tagged as positive (correct) poses, and
those with an RMSD greater than 4 Å were tagged as negative (incorrect) poses (Fig. 2). Only the ligand conformations in the complex structures were used as positive poses in the CYP3A4 dataset. The numbers of positive and negative poses in each dataset are shown in Table 1.

Input format
Following the methods of Ragoza et al., the atom types of the protein–ligand structures were expressed as values allocated to each grid point and then used as the input for the CNN. The grid used was a 24 Å³ cube with a resolution of 0.5 Å that was centered on the center of mass of the binding site. There were 34 possible atom types at each point on the 3D grid that corresponded to the density of protein atoms (16 atom types) and ligand atoms (18 atom types). The definitions of the atom types and the formula for calculating atom-type density were the same as those used by Ragoza et al. (Table S6 and Fig. S1, respectively).

CNN architecture
Our CNN models used the optimized model architecture published on GitHub (https://github.com/gnina/models). The model has three 3 × 3 × 3 convolution layers each with a rectified linear unit as the activation function (Fig. S2). In the first convolution layer, 34 feature maps are generated. Each convolution layer is followed by a pooling layer in which max pooling with a kernel size of two is used and the dimensions of the maps are halved. After the input has passed through each of the convolution and pooling layers, it continues to a fully connected layer then to a softmax layer as the output layer, which scales the predictions to between zero and one and the sum to one.

Training
The CNN models were defined and trained by using the Caffe deep learning framework with the MolGridData layer input format. All networks of CNN model were trained using stochastic gradient descent to minimize multinomial logistic loss. The model batch size was 10 and the number of iterations was 10,000. Following the work of Ragoza et al., the parameters used for all models were as follows: learning rate = 0.01; momentum = 0.9; inverse learning rate decay with power = 1 and gamma = 0.001; and regularization with weight_decay = 0.001 and dropout_ratio = 0.5. Input grids were augmented by randomly rotating and translating the input structures 24 times on-the-fly.
Model evaluation

The CYP3A4 dataset was designed to test the binding mode prediction of the CNN models trained with the training datasets. Three-fold cross-validation was used for evaluation of the CYP3A4 dataset. To improve prediction accuracy, the complexes in the CYP3A4 dataset were divided into three groups: ritonavir analogue complexes with a similar binding mode, complexes bound near the heme group, and all other complexes. Since all entries in the CYP3A4 dataset have the same amino acid sequence, data decomposition by sequence similarity was not used (Fig. S3).

To evaluate prediction performance from multiple angles, the following indicators were used: area under the ROC curve, recall, and score ranking. The ROC curve depicts overall classification performance by plotting true-positive rates against false-positive rates. The area under the ROC curve is a performance metric where area under the curve (AUC) = 1 represents a perfect classifier and AUC < 0.5 is not better than random selection. Recall was defined as the proportion of experimentally correct poses among the predicted positive poses (CNN score > 0.5); the mathematical definition is recall = TP / (TP + FP), where TP and FP are the number of true positives and false positives, respectively. Score ranking is used for correct pose enrichment with regards to CNN score; the enrichment factor is indicated by the sum and average of CNN scores of correct poses included in the topX% when ordered by CNN score.

Fine-tuning

Fine-tuning is a technique in which a model is further trained using a second, more-specific dataset after the model has been pre-trained with a larger, less-specific dataset. In the present study, the models learned the general features of protein–ligand complexes by pre-training with the GP dataset or a combination of the GP + CF datasets. Fine-tuning was then performed by using one of the CYP-specific datasets (PL, LL, or CF dataset) or their combination. To examine the effectiveness of the pre-training, two fine-tuning schemes were used: (1) classifier (final layer) fine-tuning with all other layer parameters fixed, and (2) all layer fine-tuning (Fig. 3).

Visualization

The atoms and fragments in a ligand contributing to a given binding mode prediction were
visualized by using the masking algorithm developed by Hochuli et al.\textsuperscript{34}) Masking is a method to evaluate the sensitivity of a model by computing the difference of the predicted output scores between the original input and a masked version of the original input. In the present study, ligand atoms or fragments in a ligand–protein complex were deleted one at a time and the score was calculated. The program we used is available as ‘gninavis’ under an open source license as part of the gnina project (http://github.com/gnina).

**Results and Discussion**

The results of this study comprise a comparison of the effects of using different combinations of datasets on prediction performance, as assessed by using AUC and recall, a comparison of the effects different fine-tuning schemes and different datasets have on AUC and recall, and the results of a correct pose enrichment analysis with score ranking (topX% and CNN score). From a medicinal chemistry point of view, the detection of experimentally correct poses with a high score and ranking is very important for drug design.

Table 2 shows the prediction performance of the models trained with the GP, PL, LL, and CF datasets or their combination. The CYP3A4 dataset was used to obtain ground truth data. First, the AUC for scoring with the docking program in \textit{MOE}\textsuperscript{45}) was 0.579. It was scored with the optimized crystal structures because there were unstable parts in terms of the molecular force field and these docking scores were excessively deteriorated (AUC 0.127). The AUC for the three-fold cross validation of the CYP3A4 dataset was only 0.540, most likely because the dataset was too small for proper neural network machine learning. The AUCs for the GP, PL, LL, and CF datasets were 0.610, 0.470, 0.745, and 0.647 respectively. Although the model trained with the LL set showed the highest AUC, its recall (0.273) was low. These results suggest that when used individually these datasets do not sufficiently capture the binding mode characteristics of CYP3A4–ligand interactions. When we examined the effects on prediction performance of using various combinations of datasets, the combined datasets tended to show improved AUC values compared with those obtained when the individual datasets were used. The highest AUC (0.831) was obtained by using a combination of the GP and CF datasets, although the recall (0.273) was still low. This suggested that a high AUC can be expected when complementary datasets (i.e., the general protein dataset, GP, and the specific CYP family dataset, CF) are used; thus, the combined GP+CF dataset was used for pre-training in the subsequent analyses.

From these results so far, we compare the prediction performance between the CNN score
and the traditional energy-based score. The CNN score is inferior to the energy-based score when the dataset is small (three-fold cross validation of the CYP3A4). On the other hand, we figure out that the prediction accuracy can be improved by the combination of a suitable dataset by this examination even in such a difficult target like CYP3A4. This point is different from energy-based uniform scoring. In addition, when using the crystal structure as it is when evaluating performance on the energy-based scoring, the issue of the difference in the force field appears prominently in the score value. Compared to the energy-based scoring, the CNN score is robust against minor instability due to force field differences compared to energy-based scores.

Fine-tuning is a powerful means of training a small, biased dataset used together with a large, general dataset for pre-training.\textsuperscript{35–38} Table 3 shows the prediction performance obtained after fine-tuning using two of the CYP-specific datasets (i.e., PL and LL datasets). Of the two fine-tuning approaches, classifier fine-tuning provided models with better prediction performance than did all-layer fine-tuning for all of the datasets examined (PL, LL, or PL+LL datasets) with respect to both AUC and recall (e.g., AUC 0.769 vs 0.829 and recall 0.270 vs 0.500 in LL dataset). The model with the best prediction performance was pre-training (pre) with the GP+CF set followed by classifier fine-tuning (ft-cl) with the LL dataset, i.e., pre(GP+CF)/ft-cl(LL). However, it should be noted that the prediction performance of this fine-tuned model with regards to AUC and recall was still worse than that of the model constructed using only the GP+CF dataset without fine-tuning.

To investigate the differences between the model trained with the GP+CF dataset alone and the model trained with pre(GP+CF)/ft-cl(LL), the two models were evaluated multilaterally by using two additional indices: correct pose enrichment and score value distribution. Correct pose enrichment indicates the percentage of correct poses within the topX%. Score value distribution shows whether the CNN scores of the correct poses were significantly higher than the criteria for positive and negative poses. The GP+CF model and the pre(GP+CF)/ft-cl(LL) model showed comparable correct pose enrichment (\textbf{Fig. 4}, \textit{Y}-axis). However, in terms of average CNN score, the fine-tuned model showed a score approximately twice as high as that of the non-fine-tuned model. Thus, pre-training followed by fine-tuning markedly enhanced the CNN score of correct poses, which allows for the detection of experimentally correct poses at the significantly high score while the difference of the GP+CF model and the pre(GP+CF)/ft-cl(LL) model is negligible in AUC. Considering the data present above, we consider the pre(GP+CF)/ft-cl (LL) model to be the
most practical model.

Overall, the present results indicate that fine-tuning improves binding mode prediction performance as long as an appropriate general dataset is used for pre-training and a target-specific dataset is used for fine-tuning. The GP+CF set greatly improved the AUC and recall for pre-training, and the LL set improved correct pose enrichment with regards to score ranking. To examine these findings further, we conducted a detailed analysis of the datasets with respect to protein classification and pocket size.

To examine why the combined GP+CF dataset was better than the GP dataset for pre-training, we examined the protein composition of the datasets with respect to the proportion of proteins they contained that were classified in the PDB as an oxidoreductase, which is the classification for CYP3A4 (Fig. 5). Because the CF set contained mainly CYPs, 89% of the proteins in that dataset were oxidoreductases. In contrast, only 4% of the proteins in the GP dataset were oxidoreductases. The proportion of oxidoreductases was increased to 25% when the GP and CF datasets were combined, and this proportion was much higher than that of the GP+LL dataset (4%) and the GP+PL dataset (7%). Protein families are groups of proteins that share a common evolutionary origin, which is often reflected in their similar functions and structures. It is likely that the function of a protein is more closely related to the structural similarity around the active site rather than the actual amino acid sequence. Thus, it is possible that PDB classification rather than sequence-based family classification is more important for binding mode prediction.

Fig. 6 shows a visualization of the change in CNN score for the CYP3A4 pocket of three ligand poses of crystal structure (5VCE, 4D75, 4K9T) when the CF dataset is added to the GP data, as obtained by using a masking algorithm. The figure shows that when the CF dataset is added to the GP dataset, the atoms near the heme group contribute a lot more to the CNN score.

Next, we examined why the LL dataset was better than the PL dataset for fine-tuning. Here, it should be noted that the percentage of oxidoreductases in the dataset containing complexes with CYP3A4-like pockets (PL dataset, 25%) was higher than that in the dataset containing complexes with CYP3A4-binding ligands (LL dataset, 11%). This implies that the lack of improvement in binding mode prediction after fine-tuning with the PL set was a result of factors other than protein classification. An important characteristic of the CYP3A4 dataset is that its median pocket volume (around 1500 Å³) was almost twice as large as that of the GP, PL, and CF datasets (Fig. 7). This large median pocket size might be important for binding
mode prediction. Although the PL set was designed to include complexes with pocket shapes similar to CYP3A4, the pocket volume range was very similar to those of the GP and CF datasets. In contrast, the pocket volume of the LL set was much larger, almost fully covering the ranges of the other datasets. This suggests that pre-training with the highly complementary GP and CF datasets followed by fine-tuning with the LL dataset captured both the general and specific features of the protein–ligand interactions of CYP3A4.

**Conclusion**

Here, we examined how combining datasets of different sizes and specificities and conducting fine-tuning affected the binding mode prediction of a CNN model when the number of protein–ligand complex crystal structures related to the target protein was limited. CYP3A4 was used as the target protein. When we examined the effects of combining datasets, the model trained with the combination of the general dataset containing various protein complexes (GP dataset) and the target-specific dataset containing complexes with CYP protein family members (CF dataset) showed the best area under the ROC curve. This suggested that a dataset well-balanced with respect to protein functionality and data size is important to optimize prediction performance. Pre-training with the combined GP+CF dataset followed by fine-tuning with the dataset containing complexes with CYP3A4-binding ligands (LL dataset) provided a high enrichment score with regards to CNN score ranking and area under the ROC curve. This suggests that a dataset with a large median binding pocket size may be important for the binding mode prediction of CYP3A4.

Future studies are needed to confirm the applicability of the results of the present case study to other target proteins, and improvements of the 3D CNN network structures, descriptors, and fingerprints of interaction which essentially affect the spatial arrangement of ligand and protein are needed. In the field of drug discovery, structural information on proteins of interest is often sparse or biased. For effective drug design, accurate pose prediction models are needed. We believe that neural networks will be a promising approach to address this need once appropriate training dataset design strategies are developed.
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Fig. 1. Workflow from dataset creation to model evaluation.
**Table 1.** Summary of the training and test datasets.

<table>
<thead>
<tr>
<th>Training sets</th>
<th>Shortened names</th>
<th>Number of complex structures</th>
<th>Number of positive poses</th>
<th>Number of negative poses</th>
</tr>
</thead>
<tbody>
<tr>
<td>General protein complexes</td>
<td>GP</td>
<td>337</td>
<td>2338</td>
<td>2807</td>
</tr>
<tr>
<td>Complexes with CYP3A4-like pockets</td>
<td>PL</td>
<td>64</td>
<td>708</td>
<td>2842</td>
</tr>
<tr>
<td>Complexes with CYP3A4-binding ligands</td>
<td>LL</td>
<td>28</td>
<td>157</td>
<td>1174</td>
</tr>
<tr>
<td>CYP family complexes</td>
<td>CF</td>
<td>116</td>
<td>1086</td>
<td>4945</td>
</tr>
<tr>
<td>Test set</td>
<td>CYP3A4</td>
<td>-</td>
<td>22</td>
<td>693</td>
</tr>
</tbody>
</table>
Fig. 2. Positive and negative docking pose examples. Poses with a heavy-atom root-mean-square deviation (RMSD) less than 2 Å from the crystal pose were tagged as positive examples (correct poses), and those with an RMSD greater than 4 Å RMSD were tagged as negative examples (incorrect poses). (Color figure can be accessed in the online version.)
**Fig. 3.** Examples of the different training schemes used to construct the models. (Color figure can be accessed in the online version.)
**Table 2.** Test set performance of combination of datasets based on AUC and Recall. A CNN score of 0.5 or higher was set as a positive in recall evaluation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AUC $^a$</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP3A4 (three-fold cross validation)</td>
<td>0.540</td>
<td>-</td>
</tr>
<tr>
<td>GP</td>
<td>0.610</td>
<td>0.136</td>
</tr>
<tr>
<td>PL</td>
<td>0.470</td>
<td>0.364</td>
</tr>
<tr>
<td>LL</td>
<td>0.745</td>
<td>0.273</td>
</tr>
<tr>
<td>CF</td>
<td>0.647</td>
<td>0.182</td>
</tr>
<tr>
<td>GP + PL</td>
<td>0.635</td>
<td>0.045</td>
</tr>
<tr>
<td>GP + LL</td>
<td>0.617</td>
<td>0.364</td>
</tr>
<tr>
<td>GP + CF</td>
<td>0.831</td>
<td>0.273</td>
</tr>
<tr>
<td>PL + LL + CF</td>
<td>0.713</td>
<td>0.045</td>
</tr>
<tr>
<td>GP + PL + LL + CF</td>
<td>0.781</td>
<td>0.227</td>
</tr>
<tr>
<td>docking score (MOE dock)</td>
<td>0.127$^b$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.579$^c$</td>
<td>-</td>
</tr>
</tbody>
</table>

$^a$ AUC, area under the curve.
$^b$ Scored the crystal structure (positive) as it is.
$^c$ Crystal structures (positive) were optimized in the same force field as other docking poses and scored.
Table 3. Test set performance comparison of combination of datasets and fine tuning based on AUC.

<table>
<thead>
<tr>
<th>Pre-training</th>
<th>Dataset</th>
<th>Fine tuning</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>All layers</td>
<td>AUC</td>
<td>Recall</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP+CF</td>
<td>PL</td>
<td>0.677</td>
<td>0.000</td>
<td>0.765</td>
</tr>
<tr>
<td></td>
<td>LL</td>
<td>0.769</td>
<td>0.270</td>
<td>0.829</td>
</tr>
<tr>
<td></td>
<td>PL + LL</td>
<td>0.792</td>
<td>0.091</td>
<td>0.808</td>
</tr>
</tbody>
</table>

Area under ROC curve: 0.831, Recall: 0.273

AUC, area under the curve; ROC, receiver operating characteristic.
Fig. 4. Scatter plot of percentage of correct poses within the topX\% versus CNN score. Average percentage of correct poses within the topX\%: GP+CF model, 15.1\%; pre(GP+CF)/ft-cl(LL) model, 15.2\%. Average CNN score: GP+CF model, 0.293; pre(GP+CF)/ft-cl (LL) model, 0.526. (Color figure can be accessed in the online version.)
**Fig. 5** Percentage of proteins in each dataset that are classified in the Protein Data Bank as an oxidoreductase, the classification to which CYP3A4 belongs. (Color figure can be accessed in the online version.)
**Fig. 6.** Visualization of the change in CNN score for the CYP3A4 pocket when the CF dataset is added to the GP dataset. Three ligand poses of crystal structure are shown. Blue, large increase; green, small increase; silver, unchanged. (Color figure can be accessed in the online version.)
**Fig. 7.** Comparison of pocket sizes of the proteins in the training and test datasets. The lines in the box plot represent the minimum, the lower quartile or first quartile, the median, the upper quartile, and the maximum from the left.