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ABSTRACT

Malaria pandemic (MP) has been linked to a range of serious health problems including premature mortality. The main objective of this research is to quantify uncertainties about impacts of malaria on mortality. A multivariate spatial regression model was developed for estimation of the risk of mortality associated with malaria across Ogun State in Nigeria, West Africa. We characterize different local governments in the data and model the spatial structure of the mortality data in infants and pregnant women. A flexible Bayesian hierarchical model was considered for a space-time series of counts (mortality) by constructing a likelihood-based version of a generalized Poisson regression model that combines methods for point-level misaligned data and change of support regression. A simple two-stage procedure for producing maps of predicted risk is described. Logistic regression modeling was used to determine an approximate risk on a larger scale, and geo-statistical (“Kriging”) approaches were used to improve prediction at a local level. The results suggest improvement of risk prediction brought about in the second stage. The advantages and shortcomings of this approach highlight the need for further development of a better analytical methodology.
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1 INTRODUCTION

1.1 The burden of malaria in Africa

In areas of stable endemic malaria transmission in sub-Saharan western Africa, it has been estimated that in 1995 about 1 million deaths were directly attributable to malaria infection (Snow et al., 1999). Of these deaths, three-quarters were recorded among children below the age of 5 years. In the same population, it was estimated that about 200 million clinical attacks of malaria occurred in the same year. In areas of unstable or epidemic prone malaria in southern Africa (“fringe area”), about 2000 deaths and 200,000 clinical episodes occurred that were due to malaria and were not prevented despite malarial control measures in these areas. Accordingly, a World Bank report of 1993 noted that malaria accounts for an estimated 35 million disability-adjusted life years (DALYs) per year lost in Africa due to ill-health and premature death (World Bank, 1993).

The discovery of an interactive effect between HIV infection and malaria morbidity (Whitworth et al., 2000; Chandramohan & Greenwood, 1998; Verhoef et al., 1999) exacerbates the potential for devastating health consequences in populations with large numbers of individuals who are co-infected. In resource-poor countries in Africa, malaria prevention and treatment consume a large proportion of the health budget, and because it poses a threat to the indigenous population as well as visitors, it acts as a deterrent to tourism and foreign investment in these countries. Malaria therefore not only affects the health status of Africa’s population, but also has far-reaching economic consequences inhibiting economic development (Wernsdorfer & Wernsdorfer, 1988). The impact of malaria on the population and its significance on development in the region was recognized by the Abuja, Nigeria Summit in April 2000 as the first African summit of Heads of Government on malaria control. The communiqué from the meeting calls, among other things, for more research on trends in incidence and prevalence of malaria, epidemic outbreaks and clinical epidemiology (Sachs, 2000). A better understanding of the distribution of malaria has been identified as an important tool in its control (Snow et al., 1996). More accurate maps make it possible for interventions to be mounted that are appropriate to the disease profile, which characterizes particular levels of endemicity. However, for clinical trials and evaluation, new approaches should be located correctly, and for planners...
of irrigation and other development schemes to take cognizance of the potential effects of these schemes on malaria transmission intensities.

1.2 Transmission of malaria

Malaria is caused by the parasites of genus Plasmodium. The four species of Plasmodium are *P. falciparium*, *P. malariae*, *P. ovale*, and *P. vivax*. In Africa, the predominant species of the disease-causing parasite is *P. falciparium*. Infection of the human host occurs when a person is bitten by a female Anopheles mosquito that has previously become infected. The parasite, called sporozoite at this stage of its cycle, enters the human body via the saliva of the mosquito that is injected into the blood. The parasites multiply in the liver and re-invade the blood via red blood cells as merozoites. These develop into a stage known as the trophozoite, which is the one visible in blood films, and subsequently divide by the process of schizogony to produce further merozoites, which invade non-infected blood cells. Some of the merozoites develop into new trophozoites, while others develop into male micro or female macrogametocytes. Uninfected Anopheles mosquitoes become infected if they feed on a person with mature gametocytes in their peripheral blood. Within the mosquito, the microgametocytes exflagellate into gametes before fertilizing the macrogametocytes, thereby forming zygotes. The zygote changes into an ookinete and then into an oocyst, which is found in the mid-gut wall of the mosquito. Large numbers of sporozoites are formed within the oocyst. The rate of development of sporozoites in the oocyst is temperature dependent. The sporozoites leave the oocyst to invade the mosquito’s salivary glands, from where they can infect another human host when the mosquito takes a blood meal. The incubation period of the parasite in the vector takes 13 days to complete at 24°C for *P. falciparum*. The vector will only become infective if it survives this sporogonic cycle (Gilles & Warrell, 1993).

Malaria as a disease is therefore closely bound to conditions which favour the survival of the anopheles mosquito in the form of habitat and breeding sites and which favour the life cycle of the parasite in term of suitable temperatures. In the absence of any human intervention, these conditions are predominantly determined by climatic and environmental factors.

1.3 Clinical manifestations

Clinically, malaria manifests itself in its mild form as an illness associated with other non-specific symptoms (Bruce-Chwatt, 1980). The first clinical sign will only appear after the incubation period, which varies between nine and fourteen days for falciparum malaria. Clinical diagnosis is usually confirmed by a blood test, involving microscopic evidence of parasites in the blood, or by a rapid diagnostic kit (Craig & Sharp, 1997). However, in endemic countries, infected individuals are often asymptomatic, so that parasitological evidence does not necessarily prove that the symptoms are due to malaria in a particular patient (Bruce-Chwatt 1980; Snow et al., 1997).

Severe life threatening malaria is usually due to *P. falciparum* malaria. In non-endemic area, cerebral malaria is the sequel that often sets in after the initial general symptoms. In such areas, death due to malaria in both children and adults is usually due to cerebral malaria. In highly endemic areas, severe malaria affects mainly young children and women during pregnancy. In such areas, infants may enjoy a period of inherited immunity of up to 6 months. As this declines, clinical attacks become more severe and often take the form of severe anemia, which is responsible for most deaths due to malaria in these areas. Depending on the intensity of exposure to the parasite, these children develop relative tolerance to malaria infection in their first few years of life. As a result of this, older children and adults usually exhibit mild non-life-threatening clinical symptoms, if any.

1.4 Malaria control

In areas of high transmission intensity, the use of insecticide treated bed nets (ITBNs) and materials has become recognized as an effective means of malaria vector control for reducing mortality and severe morbidity in young children and pregnant mothers (Binka, 1997; Abdulla et al., 2001). In an integrated strategy, these would be used in conjunction with rapid and effective algorithms for diagnosis and the availability of efficient and affordable drugs for case management.
In areas of low transmission intensities (particularly in southern Africa), house spraying with residual insecticides (for example, pyrethroids or DDT) has been widely used as an effective means of vector control, coupled with definitive diagnosis and treatment towards parasitological cure (Sharp et al., 2000). More recently, this has been complemented with the use of ITBNs in specific areas (Mnzava et al., 1999).

Malaria parasite control in most parts of Africa, including the malaria ‘fringe’ areas in the south, has been affected by large-scale parasite resistance to the cheap anti-malarial drugs, such as chloroquine and increasingly to sulphadoxine/pyrimethamine (SP). In Ogun State Nigeria, this has necessitated a recent decision to introduce combination therapy including artemisinin in place of previously used SP.

1.5 Malaria distribution data and measures of transmission intensity

For modeling malaria transmission intensity, the measure of choice is the entomological inoculation rate (EIR), which is the number of infective bites per person per year, because it is a direct measure of exposure to which individuals are subjected. Unfortunately, this is not widely available. Other potential measures would be the vectorial capacity, man-biting rate, and parasite ratio and incidence rates. Irrespective of the merits and demerits of these measures, the only one that is widely available for the whole continent is the parasite ratio or prevalence of infection. This is obtained by a random survey of individuals who are tested for the presence of parasites in their blood. The results of thousands of these surveys taken over time across the length and breadth of malarious areas in Africa have been consolidated in the MARA database (MARA/ARMA Collaboration, 1998). Because of the effects of partial immunity in endemic malaria areas, surveys that include older children and adults do not give a reliable measure of potential infection rates. For this reason, only surveys (or components of surveys) restricted to children less than 10 years of age have been included in analysis for the purpose of malaria distribution modeling. A general problem with such surveys is that they are predominantly located in areas of high transmission intensity, leading to an under-representation of populations living in low transmission environments.

It has been shown that parasite ratios are reasonably well correlated with EIR (Beier et al., 1999). For this reason the parasite ratio is an acceptable proxy for transmission intensity. It needs to be remembered, however, that the parasite ratio is dependent on the age group of children being surveyed and, to some extent, on the season. If the main objective of modeling is to predict malaria risk in broad categories, then the parasite ratio is the most practical measure because of its availability.

Another proxy of transmission intensity that is fairly widely available in southern Africa is parasitologically confirmed disease incidence. Incidence data generally are biased because they may reflect patient access to health services rather than true morbidity, and they are dependent on good denominator data being available at the same level of aggregation as the case data. In the western part of Nigeria, a surveillance system is used that is believed to identify the vast majority of cases because active cases findings supplement the passively reported cases, as part of a malaria control strategy that seeks to identify and treat every infected individual. Reasonably good population data are also available for this area. Incidence data for this population are unique in that they have been recorded over many years. As malaria in the area is seasonal and highly variable over space and time, these data present an unequalled opportunity to investigate the relationship between climatic variability and malaria incidence in a mainly non-immune population and to explore the potential of epidemic prediction using satellite derived meteorological data.

This research therefore used both parasite ratios and malaria incidence data to undertake spatial statistical analysis of malaria distribution. In this research, parasite ratios are used to model the relationship between malaria and climatic factors in order to produce prediction maps of prevalence of infection. The research uses incidence data to analyze spatial and temporal variation in incidence and to investigate relationships between climate and malaria at a small area level by using spatial and spatial-temporal models.

There have been previous projects to map the distribution of malaria in Africa. These have ranged from expert opinion maps (Molineaux, 1988), to suitability maps (Craig et al., 1999), to maps for a single country that have used parasite ratios (Thomson et al., 1999). While this research is not attempting to produce a detailed empirically
derived risk map for the whole continent, it attempts to show approaches using modern statistical methods that are suitable at different levels of scale ranging from different local government areas in Ogun State.

1.6 Spatial statistical modeling and mapping of malaria

There is a wide range of approaches to spatial analysis and modeling in the statistical and geographic information systems (GIS) literature. Many of these approaches have been recently developed in response to an interest in spatial processing and presentation of data and to the opportunities that have been opened up through the collection of small areas data and the development of GIS technology and software. However, the idea of spatial analysis to solve epidemiological problems goes back to the very beginning of epidemiological problems and research (Snow, 1855).

Statistical approaches to spatial analysis have in common the concepts of correlation or non-independence of spatial data. This can be a problem that needs to be taken into account when analyzing such data as the degrees of freedom tend to be exaggerated, or it can be usefully exploited, for example, in stabilizing small counts of cases in small areas by borrowing strength from neighboring areas. Sometimes the mere existence of significant spatial correlation is a statistical result of interest in itself (Walter, 1994). Results of spatial statistical modeling are estimated quantities (parameters) that are intended to quantify the true underlying magnitudes and their uncertainty in a map rather than the mere mapping of recorded data that are subject to sampling error. The role of GIS in such analyses is two fold:

a) To pre-process data, for example, by extracting values, or calculating distance or proximity.

b) To post-process results, for example, by plotting estimated area effect in a map.

The essential core of such spatial analysis is, however, stochastic and uses statistical programs that take account of the random nature of the processes involved. Modeling approaches that are based purely on GIS techniques tend not to deal with the random nature of process explicitly and hence produce point estimates of processed quantities for individual objects or pixels in a map.

In this research, spatial statistical analysis was performed, with GIS employed as a pre- and post-processing tool, but with statistical software used for the main analysis. Two distinctly different approaches to spatial statistical modeling have been followed, without attempting to make direct comparisons between the two. In this research, geostatistical approaches in conjunction with generalized linear mixed models (GLMM) have been followed. Also, hierarchical fully-Bayesian methods using Markov Chain Monte Carlo modeling were used.

Geostatistical or variogram approaches have occasionally been applied to disease mapping (Carrat & Valleron, 1992; Oliver et al., 1992). In these, the method of “ordinary kriging” was used as a means of interpolating disease prevalence or incidence across a map, based on observed values at known grid locations. A variogram is used to model spatial dependence in the observed data. Classical kriging is based on the assumption that the response is a continuous variable, that its underlining value is constant across the map (stationary), and that the covariance between two points is entirely a function of distance between them.

Hierarchical fully-Bayesian methods using MCMC sampling (Gelfand & Smith, 1990) have been widely applied to disease mapping and ecological regression analysis in recent years. In this approach the correlation among neighboring areas is modeled via conditional autoregressive (CAR) priors. Such methods have been developed for data in which the response represents an areal unit as well as for data representing points. However, readily available statistical software using these methods is currently restricted to areas-based spatial data, limiting its application to malaria distribution data, which are generally point referenced, with the exception of the reporting system that is available in South Africa. Virtually all applications of Bayesian disease mapping methods in literature are in the context of rare diseases such as rare cancers in developed countries of Europe and North America. Vector borne diseases in tropical countries differ in that the disease is often not rare and in that the spatial correlation is often much stronger due to the links with climatic and environmental factors. The quality of both disease data and age-sex specific population data is also generally of a lower standard than is the case, for example, with cancer registration data in first world countries. The aim of this research is to estimate malaria prevalence and mortality in Ogun State, Nigeria. A second goal is to estimate malaria prevalence and incidence at map locations or areal units by means of spatial statistical modeling and determine factors associated with spatial and temporal heterogeneity of malaria transmission intensity.
This was done by applying recent methodology in the spatial analysis of correlated disease data and thereby evaluates the potential of this methodology to vector borne disease and other tropical disease data in general. It also attempts to document the time trend of malaria incidence in an area of unstable malaria and to suggest some reasons why malaria incidence has increased so unevenly in this area.

2 THE STUDY

2.1 Data collection and data preparation

Malaria prevalence data were collected from Ministry of Health in Ogun State, Nigeria. Twenty local government area surveys were identified yielding suitable estimates of malaria prevalence. The surveys represent historical data whose screening for inclusion in MARA/AMRA database has been documented elsewhere (MARA/AMRA Collaboration, 1998).

For each survey, the total sample size and number of individuals testing positive was known. The geographical coordinates of each survey were established using paper maps, electronic maps, and global positioning systems. The distribution of surveys across Ogun State was uneven, with higher concentrations of surveys in more densely populated areas and in areas where malaria risk was perceived to be high.

For each of the survey coordinates, long-term climatic averages, normalized difference vegetation index (NDVI) (NDVI Image Bank Africa, 1991), and population density were obtained. A number of published data sets were available for this purpose (Hutchinson et al., 1995; Africa Data Sampler, 1995). The resultant array of variables consisted of: monthly average maximum temperature, monthly average minimum temperature, monthly NDVI, and population density. In addition, the number of months with rainfall in excess of 60mm (regarded as suitable for malaria transmission) was computed for each location. Using GIS, the distance to the nearest water body was also calculated.

All climatic variables were available as long-term averages for each calendar month but not by individual year. The monthly averages of the climatic variables are highly correlated within climatic seasons. The question arises over what period of climatic variables should be sensibly averaged, as the shorter the aggregation period, the stronger the likelihood of a high degree of serial autocorrelation in the values. For the purpose of selecting climatic variables for explaining the variation in malaria prevalence, it was decided to average monthly climatic data over climatic seasons in order to reflect the variation in weather. Temperature and rainfall were averaged over 3 month periods, with the first quarter starting in December to coincide with the beginning of the dry season. The vegetation index NDVI was aggregated over two six-month periods corresponding approximately to the dry season (December to May) and the wet season (June to November) respectively.

2.2 Methods and results

The first stage of this analysis involved ordinary logistic regression analysis to determine the relationship between malaria prevalence and ecological predictors of malaria. In the second stage, we investigated spatial pattern in the residuals of the model and used residual spatial dependence in the data to improve prediction at local level.

2.2.1 Regression analysis

The relationship between malaria parasite prevalence and each individual potential explanatory variable was first investigated by inspection of scatter-plots and by single variable regression analysis. Because parasite prevalence data are binomial fractions, a logistic regression model for grouped (blocked) data was used as standard practice for the analysis of such data (Hosmer & Lemshow, 1989). Predictions of prevalence made from the logistic model always fall within the interval 0 and 1. Larger surveys are implicitly accorded more weight than the smaller ones. The \texttt{glm} command in the Statistical Analysis System (SAS 9.1, 2002) was used for the analysis.
Each of the explanatory variables was adjusted for all of the others using multiple regressions. Non-linearity in the relationship between parasite prevalence and a predictor variable was explored by adding polynomial terms and then grouping the values of continuous variables into categorical ones. Variable selection for the multiple logistic regression model was carried out by a combination of automatic (stepwise) procedures, goodness of fit criteria, and by using judgment in selecting variables that explain malaria prevalence in terms of vector, host, and parasite dynamics of malaria. An additional criterion for selection of the final model was the degree of spatial correlation of the model residuals (see below).

The final multiple logistic regression model contained four significant explanatory variables for the prediction of malaria prevalence. These were distance to water (categorical), average NDVI during the wet season (June to November, also categorical), number of months with more than 60mm rainfall, and average maximum temperature during the quarter March to May. Table 1 summarizes these results.

### Table 1. Factors associated with malaria parasite prevalence. Adjusted odds ratios obtained by multiple logistic regressions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unadjusted</th>
<th>Adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetation index (NDVI) in rainy season (relative to NDVI of 0.50 or less)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50&lt;NDVI&lt;= 0.8</td>
<td>17.16</td>
<td>3.43</td>
</tr>
<tr>
<td>NDVI&gt;0.8</td>
<td>34.70</td>
<td>3.95</td>
</tr>
<tr>
<td>Distance to water (relative to less than 4km)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>between 4 and 40 km</td>
<td>2.45</td>
<td>2.55</td>
</tr>
<tr>
<td>more than 40 km</td>
<td>0.18</td>
<td>0.69</td>
</tr>
<tr>
<td>Average maximum temperature, March to May change per °C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>0.74</td>
<td>1.38</td>
</tr>
<tr>
<td>Length of rainy season (months)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change for each month of season Length</td>
<td>1.51</td>
<td>1.68</td>
</tr>
</tbody>
</table>

The final model explains about 65% of the total variation in malaria if one takes the reduction in deviance as a measure of variation. It must be noted that the final model is 'over dispersed,' i.e. the residual deviance is larger than would be expected for the number of degrees of freedom. This has been taken into account in the model by using a deviance based extra dispersion parameter, which results in inflating the model standard errors of the model parameter by the square root of the dispersion factors (Littell et al., 1996). The inclusion criteria for the variables selected for the final model can therefore be regarded as conservative.
Figure 1. Map of Malaria cases in pregnant women

Figure 2. Map of deaths due to Malaria in pregnant women
3 CONCLUSION

This study examined the relationship between malaria prevalence and geographical factors that contribute to malaria spread. It is our view that the model produced in this study is a reasonable representation of malaria risk in Ogun State. The reduction of residual spatial pattern enhances confidence in the fidelity of the model and residual dependence that has been modeled by kriging wherever the density of observed points allow for this. Kriging has been made possible by leveling the map through the regression model, and applying the kriging process to the residuals. The final predictions make sense from the entomological perspective. However, a more systematic approach to this work in future would be a full mixed model with universal kriging to take account of spatial pattern.
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