A new perceptually weighted distance measure for vector quantization of the STFT amplitudes in the speech application
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Abstract: In this paper, a new perceptually weighted Euclidean distance function is proposed for the VQ of the speech signal. It employs a logarithmic preprocessing and utilizes the listening characteristics of the ear for the definition of the perceptually weighted Euclidean distance function. Simulation results show that the proposed VQ process has less spectral distortion (SD) than its conventional Euclidean counterpart does.
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1 Introduction

Vector quantization is a process whereby the elements of a vector are jointly quantized. The VQ derives a codebook of reference vectors from a training data. The code vectors are determined by minimizing a specific distance function, conventionally Euclidean distance function [1, 2].

In speech processing, the VQ is considered as a proper speech modeling that is applied on the parameters of the speech. In [3], making use of the VQ, the LPC parameters are quantized and the quantized parameters are used for the speech enhancement. In [4], the VQ is applied to the harmonic amplitude of the speech. Moreover, in [5], LSF parameters are quantized by a perceptually weighted distance function. It should be mentioned that the Euclidean distance function is commonly used in VQ processes [1].

In section 2 of this paper, a new perceptually weighted distance function is proposed for the VQ of the STFT parameters of the speech. Making use of a few MATLAB simulations, both the proposed approach and the conventional Euclidean method are evaluated in section 3 and finally the paper is concluded in section 4.

2 The proposed perceptually weighted distance measure

In the VQ process, the distance measure function has an important rule on the clustering of the training vectors. Conventionally the Euclidean distance function is utilized for this purpose [1]. Assume $M$ vectors with the dimension of $n$ that are defined as follows:

$$X^k = \left( x^k_1, x^k_2, \ldots, x^k_n \right) \quad k \in \{1, \ldots, M\} \quad (1)$$

The conventional Euclidean distance function between the vectors $X^k$ and $X^l$ are described as follows:

$$D(k, l) = \sum_{i=1}^{n} \left| x^k_i - x^l_i \right|^2 \quad k, l \in \{1, \ldots, M\} \quad (2)$$

The perceptual quality is an important criterion in the speech processing whereas the Euclidean distance function does not include this important principle in its definition. In this section, a new perceptually weighted distance function is proposed for the VQ of the STFT amplitudes. In other words, the STFT amplitudes are the feature vectors in the VQ process of this paper.
2.1 Logarithmic preprocessing

As a first step, the frequency domain vectors of $X^k$ are preprocessed as follows where $\alpha$ is a parameter that adjusts the dynamic range of $y^k_i$:

$$
y^k_i = \log_{10} \left( 1 + \alpha \frac{x^k_i}{\max_i (x^k_i)} \right) \quad i \in \{1, \ldots, n\}, \ k \in \{1, \ldots, M\}
$$

This preprocessing adjusts the dynamic range of $y^k_i$ to $[0 \ \log_{10}(\alpha + 1)]$. As an example, for $\alpha = 10$ and $\alpha = 100$, the dynamic range of $y^k_i$ will be $[0 \ 1]$ and $[0 \ 2]$, respectively.

Therefore, the distance function of the preprocessed vectors is defined as follows:

$$
D_P (l, k) = \sum_{i=1}^{n} |y^k_i - y^l_i|^2 \quad k, l \in \{1, \ldots, M\}
$$

2.2 Frequency sensitivity of the human ear

In this part, a few listening characteristics of the ear are described. They will be used for the definition of the perceptually weighted distance function. The ear of the human is more sensitive to the low frequency components rather than their high frequency counterparts. In other words, the low frequency components of the speech have more listening data than the high frequency components [6]. Moreover, in the telephony-band, 4 kHz, the frequency components smaller than 100 Hz and greater than 3800 Hz do not have any valuable listening data.

Based on the above facts, in this paper, the telephony-band is partitioned to low, middle, and high sub-bands. For this purpose, we divide the band of interest into three identical sub-bands in the Mel scale. The speech processing in the Mel scale takes into account the frequency sensitivity of the ear [7]. The equation of the Mel scale is shown as follows where $f$ denotes the frequency in hertz [7].

$$
\text{mel} (f) = 2595 \log \left( 1 + \frac{f}{700} \right)
$$

Hence, the band of interest, 100 Hz-to-3800 Hz, is translated in the Mel scale as follows:

$$
 f^\text{mel}_l = \text{mel} (f_l = 100 \text{ Hz}) = 150
$$

$$
 f^\text{mel}_h = \text{mel} (f_h = 3800 \text{ Hz}) = 2100
$$

Therefore, the bandwidth of each sub-band in the Mel scale, $BW^\text{mel}$, is obtained as follows:

$$
BW^\text{mel} = \frac{f^\text{mel}_h - f^\text{mel}_l}{3} = 650
$$

Consequently, the boundary frequencies of the sub-bands, shown in Fig. 1, are obtained as follows:

$$
 f^\text{mel}_1 = f^\text{mel}_l + BW^\text{mel} = 150 + 650 = 800
$$

$$
 f^\text{mel}_2 = f^\text{mel}_1 + BW^\text{mel} = 800 + 650 = 1450
$$
Finally making use of relation (5), $f_1$ and $f_2$ are determined in hertz as follows:

$$f_1 = 723 \, \text{Hz} \cong 750 \, \text{Hz}, \quad f_2 = 1835 \, \text{Hz} \cong 1850 \, \text{Hz}$$  \hspace{1cm} (11)

Moreover, the bandwidth of each sub-band is obtained in hertz:

$$BW_l = 650 \, \text{Hz}, \quad BW_m = 1100 \, \text{Hz}, \quad BW_h = 1950 \, \text{Hz}$$  \hspace{1cm} (12)

In Fig. 1, the sub-bands are shown in both hertz and Mel scales. It is considered that the sub-bands have identical bandwidth in the Mel scale but they have different bandwidth in the hertz scale. It shows that the low frequency components of the speech are more important than the high frequency components. So, in order to define a perceptually weighted distance function, the low, middle, and high sub-bands are weighted with $\alpha_l$, $\alpha_m$, and $\alpha_h$, respectively where the amount of these parameters is chosen according to the importance of the related sub-bands [5]. For this purpose, the weight of each sub-band is selected proportional to the reverse of its bandwidth in hertz. Therefore, we assign the highest value for $\alpha_l (\alpha_l = 1)$ and determine the normalized values of $\alpha_m$ and $\alpha_h$ as follows:

$$\alpha_l = \frac{1}{BW_l} \times BW_l = 1$$
$$\alpha_m = \frac{1}{BW_m} \times BW_l = 0.59$$
$$\alpha_h = \frac{1}{BW_h} \times BW_l = 0.33$$  \hspace{1cm} (13)

The above values of $\alpha_m$ and $\alpha_h$ are chosen as initial values in an optimization algorithm. The optimization algorithm varies $\alpha_m$ and $\alpha_h$ around the above initial values and satisfies the constraint of $0 < \alpha_h < \alpha_m < \alpha_l = 1$. In order to determine the optimum values of $\alpha_m$ and $\alpha_h$, the optimization algorithm utilizes the spectral distortion (SD) criterion [4, 8]. In other words, the optimum values of $\alpha_m$ and $\alpha_h$ lead to the least spectral distortion in our simulations. The optimum values of $\alpha_l$, $\alpha_m$, and $\alpha_h$ are as follows:

$$\left\{ \begin{array}{l}
\alpha_l = 1 \\
\alpha_m = 0.7 \\
\alpha_h = 0.4
\end{array} \right.$$  \hspace{1cm} (14)
Finally the frequency components of each sub-band are weighted as follows where \( f_s \) denotes the sampling rate, 8 kHz, and the value of \( f_{w_i} \) is determined as shown in relation (16). Because of the symmetry of the Fourier transform, for \( \frac{n}{2} < i \leq n \), the amount of \( f_{w_i} \) is found in this way: 

\[
f_{w_i} = f_{w_{n-i+1}}.
\]

Thus, the perceptually weighted distance function is proposed as shown below:

\[
D_F(k, l) = \sum_{i=1}^{n} f_{w_i} \left| y_k^i - y_l^i \right|^{2}, k, l \in \{1, \ldots, M\}
\]

### 2.3 Amplitude sensitivity of the human ear

The frequency components with large amplitude have more valuable listening data than the frequency components with small amplitude. Based on this fact, another perceptually weighted distance function is also proposed in this paper. For this purpose, the average power of the frequency components is calculated in each sub-band as shown below:

\[
p_{k0}^1 = \frac{1}{b-a} \sum_{i=a}^{b-1} \left| x_k^i \right|^2, \ldots, p_k^1 = \log_{10}(1 + p_{k0}^1)
\]

\[
p_{k0}^2 = \frac{1}{c-b} \sum_{i=b}^{c-1} \left| x_k^i \right|^2, \ldots, p_k^2 = \log_{10}(1 + p_{k0}^2)
\]

\[
p_{k0}^3 = \frac{1}{d-c} \sum_{i=c}^{d-1} \left| x_k^i \right|^2, \ldots, p_k^3 = \log_{10}(1 + p_{k0}^3)
\]

where \( a, b, c, \) and \( d \) are:

\[
a = \left[ \frac{f_1}{f_s} n \right], \ b = \left[ \frac{f_1}{f_s} n \right], \ c = \left[ \frac{f_2}{f_s} n \right], \ d = \left[ \frac{f_h}{f_s} n \right], \ [x] = \text{floor}(x)
\]

Making use of the average power of the frequency components, we define another weight vector as follows:

\[
PW^k = (pw_{k1}^k, pw_{k2}^k, \ldots, pw_{kn}^k)
\]

\[
pw_{k1}^i = \begin{cases} 
  p_k^1 & a \leq i < b \\
  p_k^2 & b \leq i < c \\
  p_k^3 & c \leq i \leq d \\
  0 & \text{otherwise}
\end{cases}, \quad i \in \{1, 2, \ldots, \lfloor n/2 \rfloor\}
\]

\[
pw_{k1}^i = pw_{n-i+1}^k, \quad i \in \left\{ \frac{n}{2} + 1, \frac{n}{2} + 2, \ldots, n \right\}
\]
Thus, another perceptually weighted distance function is proposed as follows:

\[ D_A(k, l) = \sum_{i=1}^{n} p_w^k_i |y^k_i - y^l_i|^2 \quad \ldots \quad k, l \in \{1, \ldots, M\} \quad (24) \]

### 2.4 Definition of the final distance function

In order to propose an appropriate perceptually weighted distance function, we should simultaneously consider both the frequency and amplitude sensitivity of the human ear. For this purpose, similar to [5], we multiply \( p_w^k_i \) to \( f w_i \), and define the overall weight as shown in following relations:

\[ W^k = (w^k_1, w^k_2, \ldots, w^k_n) \quad (25) \]
\[ w^k_i = p_w^k_i . f w_i \quad (26) \]

So, the final proposed perceptually weighted distance function is described as follows:

\[ D_w (k, l) = \sum_{i=1}^{n} w^k_i |y^k_i - y^l_i|^2 \quad \ldots \quad k, l \in \{1, \ldots, M\} \quad (27) \]

where \( y^k \) is the training vector, and \( y^l \) is the approximated vector (code-vector) in the VQ process.

![Fig. 2. SD values versus \( \alpha \) (parameter of preprocessing)](image)

### 3 Simulation results

In order to evaluate the proposed distance function, a few MATLAB simulations are performed in this section. In these simulations, the Farsi speech database, Farsdat, is employed. 60 (4 × 15) sentences from four speakers are utilized for training and consequently a codebook of 1024 vectors is designed. The sampling rate is reduced from 22.5 kHz to 8 kHz. The frame length and frame shift are identical to 20 ms and 10 ms, respectively. Besides; in order to determine the STFT amplitudes, the hamming window and 128-point FFT are utilized. After designing the codebook, the spectral distortion (SD) criterion [4, 8] is utilized for the evaluation of the VQ process. In the evaluation phase, 20 (4 × 5) different sentences of same speakers are used.
In Fig. 2 the SD values are depicted versus $\alpha$. It helps the designer perform the preprocessing of the feature properly. So, $\alpha = 1000$ is chosen for the preprocessing of the feature vectors.

In Table 1, the SD is extracted for several VQ processes where each VQ process employs a specific distance function. The simulation results prove that the proposed perceptually weighted distance functions reduce the SD and consequently improve the VQ process.

<table>
<thead>
<tr>
<th>Distance measure type</th>
<th>SD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Euclidean distance measure ($D_1$)</td>
<td>3.98</td>
</tr>
<tr>
<td>Distance measure by preprocessing of features ($D_2$)</td>
<td>2.92</td>
</tr>
<tr>
<td>Perceptually weighted distance measure ($D_3$)</td>
<td>2.60</td>
</tr>
<tr>
<td>Perceptually weighted distance measure ($D_4$)</td>
<td>2.51</td>
</tr>
<tr>
<td>Final Perceptually weighted distance measure ($D_5$)</td>
<td>2.19</td>
</tr>
</tbody>
</table>

4 Conclusion

In this paper, a new perceptually weighted distance function is proposed for the VQ of the STFT parameters of the speech signal.

This method performs a preprocessing. Then it partitions the telephony-band to three sub-bands and proposes a weight vector, $FW$. It also measures the average power of the frequency components of each sub-band and proposes another weight vector, $PW^k$. Multiplying $FW$ to $PW^k$, it proposes the final weight vector, $W^k$.

Making use of the preprocessed features and employing the final weight vector, $W^k$, the conventional Euclidean distance function is modified and a new perceptually weighted distance function is proposed.