LDCPUF: A Novel FPGA-based Physical Unclonable Function with Ultra-low Hardware Cost
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Abstract The physical unclonable function based on ring oscillator (RO PUF) is a traditional design suitable for FPGA implementation, but such designs have the disadvantage of low hardware efficiency. This article proposes a new FPGA-based ring oscillator PUF, called loop delay configurable (LDC) PUF. The construction of LDC PUF relies on configurable delay units (CDUs). An LDC PUF configured with \( n \) CDUs can generate \( 2^n(2^n - 1) \) response bits. Additionally, we apply the programmable delay lines technology to enhance the reliability of LDC PUF. Compared with the traditional RO PUFs, the LDC PUF has good uniqueness (48.52\%) and reliability (96.91\%), and most importantly, it has ultra-low hardware cost.
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1. Introduction

With technology developing, the iteration of the digital chip is getting faster and faster. Therefore, researchers increasingly favor Field programmable gate array (FPGA) because of their flexible and reconfigurable characteristics. Nevertheless, FPGA-based designs face severe security threats such as counterfeiting devices and hardware Trojans [1, 2]. In order to deal with these threats, researchers propose to apply physical unclonable function (PUF) to provide adequate protection for FPGAs [3, 4, 5].

PUF is a hardware cryptographic primitive that exploits device mismatches in the manufacturing process to generate unpredictable and reliable identifiers. Many PUF structures have been proposed, among which the digital PUF is the most popular for researchers. The arbiter PUF (APUF) [6, 7, 8] is one of the first digital PUFs to be studied, generating a PUF response by comparing the delays on two identical paths. Since it is extremely challenging to implement the APUF on FPGAs to ensure the high symmetry between delay paths, the uniqueness of the APUF implemented on FPGAs is unsatisfying [9, 10]. After the APUF, many other PUFs appeared one after another, such as SRAM PUF [11, 12], Butterfly PUF [3], DFF PUF [13, 14], Glitch PUF [15, 16, 17]. However, most of them are not adaptive to FPGAs. Butterfly PUF has extremely high requirements on wiring symmetry just like APUF, and SRAM PUF is difficult to achieve due to the power-on reset of FPGAs. DFF PUF and Glitch PUF can be implemented on FPGA, but the sampling process consumes too many resources.

Suh proposed the earliest PUF design based on ring oscillators, named RO PUF [18]. RO PUF is simple, and the hard macro technology makes it very easy to implement on FPGAs [19]. In [18], to improve the reliability of RO PUF, the RO pairs selection method of 8-1 mask is used, which makes the RO PUF with high hardware cost occupy resources more. In order to decrease hardware cost and improve efficiency, researchers began to study configurable RO PUF (CRO PUF) [20, 21, 22, 23, 24, 25, 26]. The design idea of CRO PUF is similar to the 8-1 mask method of RO PUF, but it screens frequency by modifying the delay inside ring oscillator pairs. Due to the analogous mechanism, normal CRO PUFs can only slightly improve hardware efficiency, which means resources occupation on FPGA is still high.

This article aims at the above problems and proposes an FPGA-based RO PUF with ultra-low hardware cost. Specifically, the main contributions are the following three points:

1) A configurable delay unit (CDU) is proposed, and a novel RO PUF with ultra-low hardware cost is designed based on the CDU, which is named Loop Delay Configurable PUF (LDC PUF). Compared to the traditional CRO PUF where challenge-response pairs (CRPs) grow linearly with resources, the LDC PUF can generate more CRPs with exponential efficiency.

2) Employing programmable delay line (PDL) technology based on look up table (LUT) to optimize the reliability of the LDC PUF, experimental data show that it improves the reliability by 0.73\% without post-processing and without adding any resources.

3) The proposed PUF is implemented on Xilinx Spartan-6 FPGA, and the experimental results show that the method has good uniqueness (48.52\%, ideal 50\%) and good reliability (96.91\%, ideal 100\%), and achieves hugely high hardware efficiency (generating \( 1.37 \times 10^{11} \) CRPs using 20 CLBs).
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The rest of this article is organized as follows: Section 2 introduces the structure of the LDC PUF, including the design of the CDU unit, the structure and the model of LDC PUF, and the LUT-based PDL technology; section 3 presents the experimental design method and experimental results; section 4 summarizes the research work of this article.

2. Proposed PUF

2.1 The structure of LDC PUF

Although the traditional RO&CRO PUFs are easy to implement due to their simple structure, the implementation requires too many resources, and their efficiency in generating CRPs is limited. APUF has extremely high requirements on the symmetry of the layout, which inconveniences the implementation. So we propose to combine the characteristics of RO&CRO PUF and APUF. First, we extract the basic structure of LDC PUF that we call configurable delay unit(CDU) from Eq.(1). Furthermore, how the delay unit is configurable will be explained in Section 2.3.

\[ Y = CX + \bar{C}\overline{X}. \]  

Eq.(1) is a boolean function. Y always equals X no matter what the value of C is. Nonetheless, the control factor C affects how quickly X transfers its value to Y. Fig. 1 can be a good help in comprehending this. We can see that when \( C = 0 \), the value of X passes through Path 1, and when \( C = 1 \), it passes through Path 2. Due to manufacturing variation, the delays of Path 1 and Path 2 cannot be exactly the same.

![CDU implemented with 6-input LUT](image)

Configurable logic blocks(CLBS) are the primary resources on Xilinx FPGAs. Each CLB contains several SLICEs, and each SLICE contains 4 LUTs. To reduce the uncertainty of the medium and long wire routed in FPGAs, we implement each logic gate of CDU with a 6-input LUT so that each logic gate of CDU with a 6-input LUT so that each delay unit is composed of 4 LUTs, which can just be put into one SLICE. This operation can better ensure the similarity of the two delay paths. Inspired by [27, 28], we decided not to use the simultaneous comparison of the same structural unit like other RO PUFs but adopt the strategy of time-division measurement. As shown in Fig. 2, for a set of challenges input to N CDUs, we first measure the oscillation frequency of the ring oscillator under the influence of a series of challenges and store it in the register of the Frequency Measuring block. Then we repeat measurement in another series of challenges for contrasting. After two measurements, the two frequency values are sent to the Response Generation module, where they are compared to generate the response output.

![Structure of LDC PUF](image)

2.2 The model of LDC PUF

The LDC PUF proposed in this article is a delay-based PUF whose entropy is extracted from the uncertainty during LUT fabrication, discussed in detail below. The generation of the LDC PUF response comes from the different frequencies generated by the two series of challenges, which is actually the delay difference of the ring oscillator caused by diverse challenges. The delay composition of the ring oscillator in LDC PUF can be described by Eq.(2):

\[ d_{\text{loop}} = d_{\text{wire}} + d_{\text{and}} + d_{\text{inv}} + \sum_{i=1}^{n} d_{\text{CDU},i}. \]  

Where \( d_{\text{and}} \) is the delay of the AND gate, \( d_{\text{inv}} \) is the delay of the inverter, \( d_{\text{wire}} \) is the delay of the routing wires, and \( d_{\text{CDU},i} \) is the delay of the \( i \)th CDU. We can get the PUF response by simply making a subtraction as Eq.(3) and Eq.(4) show:

\[ \Delta d = d_{\text{loop}} - d'_{\text{loop}} = \sum_{i=1}^{n} d_{\text{CDU},i} - \sum_{i=1}^{n} d'_{\text{CDU},i}. \]  

\[ \text{Response} = \begin{cases} 0 & \Delta d > 0, \\ 1 & \text{otherwise}. \end{cases} \]

Maiti proposed a delay model of the ring oscillator in [20], which divides the loop delay into three parts: the average delay of a specific structure, the random delay caused by the manufacturing discrepancy, and the system variance delay caused by different positions of ring oscillators on the same chip. As shown in Eq.(3), credit to the self-comparison design method, the only dependency left for response generation is the difference of \( d_{\text{CDU}} \) under diverse challenges, which is the manufacturing discrepancy between LUTs. Therefore, in the LDC PUF, the system variance is effectively reduced or even eliminated.

2.3 Programmable delay lines in CDU

LUTs are not only one of the basic units on FPGAs implementing the boolean function, but also the main delay configurable units. A LUT consists of SRAM cells and tree-structured multiplexers. The SRAM cells store preset function values, and the multiplexers select specific SRAM cells...
to the output ports. A LUT can be instantiated as an arbitrary logic function by configuring the SRAM cells. When the implemented function input is less than the largest input port of the LUT, the unoccupied input terminals will not change the configured logic function. However, they will affect the output latency. Fig. 3 shows how PDL affects the delay of LUT using a schematic diagram of a 3-input LUT implementing an AND gate.

We can see that the value of A3 does not affect the expression $O = A1 \cdot A2$, but does determine which path the data is output from (solid or dashed line). Therefore, we propose to improve the reliability of the LDC PUF by configuring the LUT delay. The generation of the response bits depends on the difference between the delays of two LUTs. When the difference is slight, it is easy to be influenced by the environment and change the responses, thus weakening the reliability of the PUF. If we make the difference more conspicuous by the PDL technology, the reliability of the LDC PUF can be effectively improved. We will demonstrate this experimentally in the next section.

3. Experimental results and analysis

To check whether the performance of the LDC PUF is acceptable, we implemented the design on a Xilinx Spartan-6 XC6SLX150 FPGA (abbreviated as LX150). Due to limited conditions, we can only conduct experiments on one piece of LX150 chip. Fortunately, the LDC PUF occupies very few resources, and the resources on the LX150 are sufficient. So we partition the chip into 24 partitions through Xilinx’s PlanAhead tool and implement 24 LDC PUFs. Each LDC PUF is configured with 20 CDUs, which can generate $2^{20}$, or 1,048,576 frequencies. The number of responses produced using these frequencies is enormous, and by taking any two frequencies to produce a response, we have $2^{2N-1} - 2^{N-1} \approx 5.497 \times 10^{13}$ choices taking $N = 20$. In our design, the response width of the LDC PUF is configured as 128 bits. We evaluate LDC PUF by three metrics: unit response cost, uniqueness, and reliability. After that, a comparison with other related works based on these metrics will be displayed.

3.1 Unit response cost

Different PUF designs can generate different numbers of CRPs under the same resource constraints. If a design yields more CRPs while occupying fewer resources, we will consider the design a high hardware efficiency. The CLBs are Xilinx FPGAs’ primary hardware resources, and the ring oscillators’ implementation generally takes CLB as the basic unit. However, the placement and routing (P&R) deviation between ring oscillators will affect the quality of the PUF response. Fortunately, the hard macro replication technology can make the placement and routing the same within the CLBs. Therefore, to ensure the consistency of P&R, each ring oscillator should better be implemented in a single CLB. Inspired by Zhang et al.[23, 30], we introduce the criteria of unit response cost (URC) to describe the hardware efficiency of PUF designs, which considers the number of CLBs required to form ring oscillators as Eq.(5) shows.

$$URC = \frac{N_{CLB}}{N_{Rbit}} \times 100\%.$$  \hspace{1cm} (5)

Where $N_{CLB}$ is the number of CLBs occupied by the ring oscillators, and $N_{Rbit}$ is the number of available responses produced by these CLBs. Each CLB in Xilinx Spartan-6 FPGAs contains three multiplexers, eight LUTs, sixteen flip-flops, and miscellaneous logic. Let us first analyze how these CLBs construct ring oscillators, using Suh’s design as an example. In Suh’s PUF design[18], the ring oscillator consists of an odd number of inverters and an AND gate, so we can implement one ring oscillator using a single CLB. Then in the case of applying $n$ CLBs, the design of Suh can generate $\binom{n}{2}$ CRPs, from which we conclude that its URC is $n/(\binom{n}{2})$. Based on the analysis of Suh’s PUF, we can easily deduce the URCs of other works.

Maiti implemented the CRO PUF design by inserting multiplexers into the inverter chain in Suh’s ring oscillator[20]. Limited to the resources in a CLB, the inverters of CRO are cascaded up to three stages: eight configurable frequencies. It is worth noting that the structure of CRO could have yielded far more CRPs. However, in pursuit of the ultimate reliability, Maiti applied a frequency screening method that would result in a substantial decrease in available CRPs, making it only 8 times more efficient than Suh’s design. So the URC of CROPUF is $n/(8 \cdot \binom{n}{2})$. Xin utilized the flip-flops in CLBs to extend Maiti’s CRO structure[21], enabling the new CRO to generate 256 different configurations, so the URC of Xin’s PUF is $n/(256 \cdot \binom{n}{2})$.

Gao proposed a highly flexible RO PUF[22]. Unlike Maiti’s work, Gao connected one input of a multiplexer to an inverter and the other to a buffer, and he called the structure delay unit. We implement the delay unit within a single CLB; then, for a ring oscillator composed of $k$ CLBs, it has $\sum_{i=0}^{k} \binom{k}{i}$ kinds of configurable frequencies. Gao’s design requires paired ROs, so for a design that occupies $n = 2k$ CLBs, its URC is $n/\left(\sum_{i=0}^{k} \binom{k}{i}\right)^2$. The XCRO PUF[23] proposed by Zhang has certain similarities with Gao’s work. Zhang chose XOR gates instead of inverters to achieve the same function.
as Gao. We can implement up to seven XOR gates and one AND gate in each CLB, so each XCRO has \( \sum_{i=0}^{7} \binom{7}{2i+1} = 64 \) configurable frequencies. Since Zhang’s design adopted a response extraction strategy similar to Maiti’s, its URC is \( n/(64 - \binom{7}{2}) \).

For the LDC PUF proposed in this article, the CDU is the basis for composing the ring oscillator. The implementation of each CDU needs four LUTs so that we can implement each CDU with one CLB; then, with \( n \) CLBs occupied, our ring oscillator can generate \( 2^n \) frequencies. Besides, the inverter and AND gate also need one CLB, so the number of CLBs occupied should be \( n + 1 \). The response bits generated with \( n + 1 \) CLB is \( \binom{2n}{n} \). To sum up, the unit response cost of LDC PUF is shown as Eq.(6):

\[
URC_{LDCPUF} = \frac{n + 1}{2^{n-1}(2^n - 1)} \times 100\%.
\] (6)

Fig. 4 is a good way to illustrate our work’s comparison with the works mentioned above.

The vertical axis in Fig.4 shows the logarithm of URC. We can see that compared with the traditional designs whose URC decreases with the proportion of the number of CLBs, the decrease of LDC PUF is exponential, which means a significant improvement in hardware efficiency. Although the URC of [22] also decreases exponentially with the number of CLBs, the rate of LDC PUF is better than it. More specific data will be presented at the end of this section.

3.2 Uniqueness

The uniqueness metric indicates the ability of any two PUFs to generate different CRPs under the same challenges. It depends on the Hamming Distance, which represents the number of different bits between two responses, as Eq.(7) shows:

\[
HD(R_i, R_j) = \sum_{l=1}^{m} R_i[l] \oplus R_j[l].
\] (7)

Where \( m \) is the bit width of response \( R_i \) and \( R_j \). We call \( HD(R_i, R_j) \) as Inter-chip Hamming Distance. Now the uniqueness of LDC PUF can be described as Eq.(8):

\[
Uniq. = \frac{2}{k(k - 1)} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{HD(R_i, R_j)}{m} \times 100\%.
\] (8)

Where \( k \) represents the quantity of chips. An ideal PUF design should exhibit 50% uniqueness.

We measured ten groups of 128-bit responses on 24 LDC PUFs respectively and concluded that the uniqueness of LDC PUF is 48.52%. The experimental results and their statistical distribution are shown in Fig. 5.

Here, the blue bars reveal the experimental results, and the solid curve fits the experimental results according to the binomial distribution probability density function with parameters \( n = 128 \) and \( p = 0.4852 \). The dotted curve (purple) represents the binomial distribution with parameters \( n = 128 \) and \( p = 0.5 \), which is the ideal distribution. We can see that there is only a slight difference between the fitted distribution and the ideal distribution, indicating that the LDC PUF has good uniqueness.

3.3 Reliability

The construction of the reliability metric depends on the Hamming Distance between the responses of the same chip to the same challenges in different working environments, which is defined as Eq.(9):

\[
Rel. = \left(1 - \frac{1}{n} \sum_{i=2}^{n} \frac{HD(R_{i,1}, R'_{i,i})}{n}\right) \times 100\%.
\] (9)

Where \( n \) is the number of times we extract responses from one LDC PUF under the same challenges, \( R_{i,1} \) is the reference responses first measured, \( R_{i,i} \) is the responses measured of the \( i \)th time. We call \( HD(R_{i,1}, R'_{i,i}) \) as Intra-chip Hamming Distance.
To analyze the effect of PDL technology on the reliability of the LDC PUF, we count the responses generated under different configurations of irrelevant bits of 6-input LUTs at room temperature (about 20°C). According to [29], the latency of LUTs is minimal if we set all irrelevant bits to 0. In contrast, we get the highest latency if all the bits are set to 1. We need to find out how the irrelevant bits affect the latency difference of the LUTs implemented as AND gates. Therefore, we uniformly change LUT irrelevant bits in all DCUs. Mark the number of irrelevant bit 1 of 6-input LUTB(see Fig. 1) as \( i \), and thenumber of irrelevant bit 1 of 6-input LUT D as \( j \). Then classify according to the value of \( i - j \), and define that the value of \( i - j \) is ”−0” when \( i = j = 0 \) while ”+0” when \( i = j = 4 \). Fig. 6 shows the experimental results. Compared with not using PDL technology at all, the reliability is improved by up to 0.73%.

![Fig. 6. Reliability varies with irrelevant bits configuration](image)

Referring to the results of the PDL experiments, we select the most stable irrelevant bit configuration to conduct the reliability experiment. We placed the FPGA in a constant temperature experimental box set at 25°C to obtain the reference responses and gradually increased the temperature to 85°C in a gradient of 10°C. As Fig. 7 shows, the LDC PUF has strong temperature resistance. When the temperature is up to 85°C, the reliability slightly decreases 0.3%. Now we can say that the reliability of LDC PUF is 96.91% in the worst case(85°C) as shown in Fig. 8. The experimental results conform to the normal distribution with parameters \( \mu = 3.96 \) and \( \sigma = 1.9118 \). Such a distribution means a very low probability(less than 0.1%) of more than 10 erroneous bits in a 128-bit response, which is completely enough for a chip to be recognized or authenticated.

In summary, we have discussed three metrics of LDC PUF. To comprehensively compare the performance with other related works, Table I is made. Note that we uniformly set the number of CLBs at 20 in order to show better the difference in hardware efficiency of PUFs with different structures. As shown in Table I, our LDC PUF is similar to other PUFs regarding uniqueness. It is slightly weaker than others in terms of reliability but still within the acceptable range for practical applications. Regarding unit response cost, LDC PUF has a considerable improvement compared to other PUFs, which means we can well improve the disadvantage of traditional RO PUFs that requires enormous resources.

### 4. Conclusion

To solve the problem of low hardware efficiency of traditional RO PUFs, this article proposes the LDC PUF. The LDC PUF is easy to implement in FPGAs without particular placement and routing, and has incredibly high hardware efficiency. To improve the reliability of the LDC PUF, we introduce PDL technology, which improves reliability by 0.73% without any post-processing and additional resources.

<table>
<thead>
<tr>
<th>PUF Design</th>
<th>Unit response cost</th>
<th>Uniqueness</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>RO PUF[18]</td>
<td>( 1.05 \times 10^{-4} )</td>
<td>46.50%</td>
<td>99.52%</td>
</tr>
<tr>
<td>CRO PUF[20]</td>
<td>( 4.11 \times 10^{-4} )</td>
<td>40%</td>
<td>99.06%</td>
</tr>
<tr>
<td>Xin’s PUF[21]</td>
<td>( 7.63 \times 10^{-5} )</td>
<td>48.83%</td>
<td>~97%</td>
</tr>
<tr>
<td>Gao’s PUF[22]</td>
<td>( 4.16 \times 10^{-3} )</td>
<td>48.76%</td>
<td>97.72%</td>
</tr>
<tr>
<td>XCRO PUF[23]</td>
<td>( 1.45 \times 10^{-10} )</td>
<td>48.52%</td>
<td>96.91%</td>
</tr>
<tr>
<td>LDC PUF</td>
<td>( 1.45 \times 10^{-10} )</td>
<td>48.52%</td>
<td>96.91%</td>
</tr>
</tbody>
</table>

![Fig. 7. Reliability varies with temperature](image)

![Fig. 8. Intra-HD varies with irrelevant bits configuration](image)
Final results show that the LDC PUF achieves ultra-low unit response cost (1.45 × 10⁻¹⁰ using 20 CLBs) and has satisfactory uniqueness (48.52%) and reliability (96.91%).
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