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§1. Introduction and theorem

We consider the Maxwell-Higgs equations in space time dimensions 2 + 1 and 3 + 1:

\[ \partial_\nu \partial^\nu A^\mu - \partial^\mu \partial_\nu A^\nu = j^\mu, \quad (t, x) \in \mathbb{R}^{1+n}, \]

\[ D_\mu D^\mu \varphi = \frac{1}{2} \left( m^2 \varphi - \frac{2m^2}{M^2} |\varphi|^2 \varphi \right), \quad (t, x) \in \mathbb{R}^{1+n}, \]

where \( n = 2 \) or 3, \( M \) and \( m \) are positive constants, \( A^\mu \) are real-valued functions, \( \varphi \) is a complex-valued function and

\[ j^\mu = -i \{ \varphi (\overline{D^\mu \varphi}) - (\overline{D^\mu \varphi}) \varphi \}, \]

\[ D^\mu = \partial^\mu + iA^\mu. \]

Here and hereafter, we follow the convention that Greek indices take values in \{0, 1, \ldots, n\} while Latin indices are valued in \{1, \ldots, n\}. Indices repeated lower and upper are summed. The space \( \mathbb{R}^{n+1} \) is the \( n + 1 \) dimensional Euclidean space equipped with the flat Minkowski metric

\[ (g_{\alpha\beta}) = \text{diag}(1, -1, \ldots, -1). \]

Indices are raised and lowered using the metric \( g_{\alpha\beta} \) and its inverse \( g^{\alpha\beta} \). We put \( x^0 = t \) and \( \partial_\alpha = \partial/\partial x^\alpha \).

The potential \( V(|\varphi|) = \frac{m^4}{4M^2} (M^2/2 - |\varphi|^2)^2 \) associated with the right hand side of (1.2) is called the Higgs potential and it has equilibria \( 0 \) and \( z = M e^{i\theta}/\sqrt{2}, \theta \in \mathbb{R} \). The latter equilibria correspond to the degenerate ground state, which is the vacuum with vacuum expectation value \( M/\sqrt{2} \). All equilibria \( z = M e^{i\theta}/\sqrt{2}, \theta \in \mathbb{R} \) are equivalent from a physical point of view, because this system has \( U(1) \) symmetry. If one of them is spontaneously chosen, for
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example, if \( z = M/\sqrt{2} \) is chosen as a vacuum equilibrium, then the so-called spontaneous breakdown of symmetry will happen and the photon described by \( A^\mu \) will have mass \( M \). This is called the Higgs mechanism.

We look at this mechanism in more details (see [1, Section 13.3]). We first note that equations (1.1)–(1.2) are invariant under the following gauge transformation:

\[
\hat{A}^\mu = A^\mu - \partial^\mu \chi, \\
\hat{\phi} = e^{-i\chi} \phi,
\]

where \( \chi(t, x) \) is an arbitrary smooth real-valued function. If \( \phi \) is close to the vacuum equilibrium \( M/\sqrt{2} \), then we can take \( \chi = \arg \phi, \ -\pi < \arg \phi \leq \pi \). In that case, both \( \hat{A}^\mu \) and \( \hat{\phi} \) become real-valued functions. Such choice of gauge is called the unitary gauge. Again we denote \( \hat{A}^\mu \) and \( \hat{\phi} \) by \( A^\mu \) and \( \phi \), respectively. We put \( \phi = \phi + M/\sqrt{2} \) and suppose that the fluctuation \( (\hat{A}^\mu, \hat{\phi}) \) from the vacuum \((0, 0)\) is small in the new dynamical variables. Then, the Cauchy problem for (1.1)–(1.2) is reduced to the following:

\[
(\Box + M^2)A^\mu - \partial^\mu \partial_\nu A^\nu = -2\sqrt{2}MA^\mu \phi - 2A^\mu \phi^2, \quad (t, x) \in \mathbb{R}^{1+n}, \\
(\Box + m^2)\phi = \frac{M}{\sqrt{2}} A_\nu A^\nu + A_\nu A^\nu \phi - \frac{3m^2}{\sqrt{2}M} \phi^2 - \frac{m^2}{M^2} \phi^3, \quad (t, x) \in \mathbb{R}^{1+n}, \\
(A^\mu(0), \partial_t A^\mu(0)) = (x^\mu, \beta^\mu), \quad (\phi(0), \partial_t \phi(0)) = (\phi_0, \phi_1), \\
\phi \partial_\mu A^\mu + 2A_\mu \partial^\mu \phi + \frac{M}{\sqrt{2}} \partial_\mu A^\mu = 0, \quad (t, x) \in \mathbb{R}^{1+n},
\]

where \( \Box = \partial_\mu \partial^\mu \). The constraint (1.6) is a gauge condition associated with the unitary gauge.

If \( \phi > -M/\sqrt{2} \), we can rewrite (1.3) by using (1.6) as follows.

\[
(\Box + M^2)A^\mu = 2\partial^\mu ((\phi + M/\sqrt{2})^{-1} A_\nu \partial^n \phi) \\
- 2\sqrt{2}MA^\mu \phi - 2A^\mu \phi^2 \\
= \frac{2\sqrt{2}}{M} \partial^\mu (A_\nu \partial^n \phi) - 2\sqrt{2}MA^\mu \phi \\
- 2A^\mu \phi^2 + f(\phi, A_\nu, \partial^\nu \phi, \partial^\mu A_\nu, \partial^n \partial^\nu \phi), \quad (t, x) \in \mathbb{R}^{1+n},
\]

where \( f \) is a nonlinear function belonging to

\[
C^\infty((-M/\sqrt{2}, \infty) \times \mathbb{R}^{1+n} \times \mathbb{R}^{1+n} \times \mathbb{R}^{1+n} \times \mathbb{R}^{1+n})
\]

and \( f \) is cubic around zero.
Remark 1.1. In (1.7) the nonlinearity includes the second derivatives of \( \phi \). Nevertheless, the system (1.4) and (1.7) can actually be handled as a semilinear system of Klein-Gordon equations with mass terms \( M \) and \( m \) (see the proof of Lemma 2.4 in Section 2).

Remark 1.2. If the solution \((A', \phi)\) of (1.3)--(1.5) satisfies the unitary gauge condition (1.6), the following compatibility conditions on initial data must hold.

\[
\phi_0 \beta^0 + \phi_0 \partial_j x^j + 2(\alpha_0 \phi_1 + \alpha_j \partial^j \phi_0) + \frac{M}{\sqrt{2}} (\beta^0 + \partial_j x^j) = 0,
\]
\[
(A - M^2) \alpha^0 - \partial_j \beta^j - 2\sqrt{2} M \alpha^0 \phi_0 - 2\alpha^0 \phi_0^2 = 0.
\]

The relations (1.8) and (1.9) follow from (1.6) and (1.3) with \( \mu = 0 \), respectively. Furthermore, if \( \phi > -M/\sqrt{2} \), the solution of (1.3)--(1.6) satisfies equation (1.7). Conversely, if the initial data satisfy (1.8) and (1.9), then the solution of (1.7) and (1.4) must automatically satisfy the unitary gauge condition (1.6) and consequently satisfy (1.3), as long as \( \phi > -M/\sqrt{2} \) (for the details, see the proof of Lemma 2.4 (ii) in Section 2). Therefore, in most cases, we consider the problem (1.7), (1.4) and (1.5) under assumptions (1.8) and (1.9) instead of (1.3)--(1.6).

The unique global solvability of the Cauchy problem of (1.1)--(1.2) was proved by Eardley and Moncrief [9], Burzlaff and Moncrief [4] and Schwarz [34] for the classical solution and by Klainerman and Machedon [27] and Keel [23] for the finite energy solution without restriction on size of initial data. In this paper, we study the stability of constant vacuum equilibria for (1.1)--(1.2), which is reduced to the stability of zero solution for (1.3)--(1.6). The stability problem of constant equilibria seems to be important, because if they are not stable, the unitary gauge can not be defined for all times. This problem appears in the abelian Higgs model for \( n = 3 \) and in the relativistic superconductivity theory for \( n = 2 \) (for the physical background, see [1], [22] and [40]).

Remark 1.3. The existence of topologically non-trivial stationary solutions is known (see, e.g., [3], [22] and [40]). These solutions are called vortices for \( n = 2 \) and monopoles for \( n = 3 \). The stability and instability of these solutions are studied, for example, by [19] and [20], but many problems still remain open to be solved.

Before we state our theorem, we list several notations. For \( k, s \in \mathbb{N} \cup \{0\} \), we define the weighted Sobolev space \( H^{k,s} \) as follows.

\[
H^{k,s} = \{ v \in L^2; \| v \|_{H^{k,s}} < \infty \}
\]

with the norm
\[ \|v\|_{H^k} = \left( \int_{\mathbb{R}^n} \frac{|(1 + |x|^2)^{k/2} (1 - A)^{i/2} v(x)|^2}{dx} \right)^{1/2}. \]

For simplicity, we write \( \|u(t)\|_{H^k} = \|u(t)\|_{H^{k,0}} \). We put

\[ \Omega_{\mu v} = \chi_\mu \partial_{\nu} - \chi_\nu \partial_{\mu}, \quad \mu \neq v. \]

We denote the generators of the Poincaré group by

\[ \Gamma = \left( \Gamma_j; j = 1, \ldots, \frac{n^2 + 3n + 2}{2} \right) = (\partial_\mu, \Omega_{\mu j}; \mu = 0, 1, \ldots, n, j = 1, \ldots, n, \mu < j). \]

For \( k \in \mathbb{N}, \ l \in \mathbb{R} \) and \( u \in C([0, \infty); \mathcal{S}'(\mathbb{R}^n)) \), we put

\[ |u(t, x)|_k = \sum_{|\alpha| \leq k} |\Gamma^{\alpha} u(t, x)|, \]

\[ \|u(t)\|_{k, l} = \sum_{|\alpha| \leq k} \|((1 + t + |x|)^l \Gamma^{\alpha} u(t))\|_{L^2}, \]

\[ \|u(t)\|_k = \|u(t)\|_{k,0}. \]

For \( s \in \mathbb{R} \), let \([s]\) denote the largest integer that does not exceed \( s \). We put \( \delta = (\delta_0, \delta_1, \ldots, \delta_n) \).

We have the following theorem.

**Theorem 1.1.** Let \( n = 2 \) or \( 3 \), let \( k \) be an integer with \( k \geq 24 \) and let \( 0 < \delta \leq 1/4 \). We assume that \( 2M \neq m \) for \( n = 2 \) and \( (\alpha^\mu, \beta^\mu, \phi_0, \phi_1) \in H^{k-1, k-1} \oplus H^{k-2, k-1} \oplus H^{k-1, k-1} \oplus H^{k-1, k-1} \). Then, there exists an \( \varepsilon_0 > 0 \) such that if the initial data \( (\alpha^\mu, \beta^\mu, \phi_0, \phi_1) \) satisfy

\[ \sum_{\mu=0}^{n} (\|\alpha^{\mu}\|_{H^{k-1, k-1}} + \|\beta^{\mu}\|_{H^{k-2, k-1}} + \|\phi_0\|_{H^{k-1, k-1}} + \|\phi_1\|_{H^{k-1, k-1}}) \leq \varepsilon \]

for some \( \varepsilon \) with \( 0 < \varepsilon < \varepsilon_0 \) and the compatibility conditions (1.8) and (1.9) for the unitary gauge are satisfied, then the Cauchy problem (1.3)–(1.6) has a unique global solution \((A^\mu, \phi)\) satisfying

\[ \partial^\alpha \Gamma^\beta A^\mu(t), \partial^\alpha \Gamma^\gamma \phi(t) \in C(\mathbb{R}; L^2(\mathbb{R}^n)), \quad |\alpha| \leq 1, |\beta| \leq k-2, |\gamma| \leq k-1, \]

\[ \sum_{|\alpha| \leq 2} (\|\partial^\alpha A^\mu(t)\|_{k-5} + \|\partial^\alpha \phi(t)\|_{k-5}) \leq C_\varepsilon, \quad t \in \mathbb{R}, \]

\[ \sum_{|\alpha| \leq 1} (1 + |t|)^{-\delta} (\|\partial^\alpha A^\mu(t)\|_{k-2} + \|\partial^\alpha \phi(t)\|_{k-1}) \leq C_\varepsilon, \quad t \in \mathbb{R}, \]
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\[(1.13) \quad \| \phi(t) \|_{L^\infty} \leq \frac{3M}{4\sqrt{2}}, \quad t \in \mathbb{R}, \]

\[(1.14) \quad \sum_{|x| \leq 2} (|\partial^a A^\mu(t, x)|_{k-12} + |\partial^a \phi(t, x)|_{k-11}) \leq C(1 + |t| + |x|)^{-\eta/2}, \quad (t, x) \in \mathbb{R}^{1+\eta}, \]

where \( C \) does not depend on \( \epsilon \). Furthermore, \( A^\mu \) and \( \phi \) have free profiles \((x^\mu_{\pm}, \beta^\mu_{\pm}, \phi_{0 \pm}, \phi_{1 \pm}) \in H^{k-5} \oplus H^{k-6} \oplus H^{k-4} \oplus H^{k-5} \) such that

\[(1.15) \quad \| A^\mu(t) - a^\mu_{\pm}(t) \|_{H^{k-5}} + \| \partial_\tau A^\mu(t) - \partial_\tau a^\mu_{\pm}(t) \|_{H^{k-6}} \to 0 \quad (t \to \pm \infty), \]

\[(1.16) \quad \| \phi(t) - \phi_{\pm}(t) \|_{H^{k-4}} + \| \partial_\tau \phi(t) - \partial_\tau \phi_{\pm}(t) \|_{H^{k-5}} \to 0 \quad (t \to \pm \infty), \]

where \( a^\mu_{\pm} \) and \( \phi_{\pm} \) are the solutions of the following free Klein-Gordon equations:

\[\-box a^\mu_{\pm} + M^2 a^\mu_{\pm} = 0, \quad (a^\mu_{\pm}(0), \partial_\tau a^\mu_{\pm}(0)) = (x^\mu_{\pm}, \beta^\mu_{\pm}), \quad \partial_\tau a^\mu_{\pm} = 0,\]

\[\-box \phi_{\pm} + m^2 \phi_{\pm} = 0, \quad (\phi_{\pm}(0), \partial_\tau \phi_{\pm}(0)) = (\phi_{0 \pm}, \phi_{1 \pm}).\]

Remark 1.4. (i) The time decay property (1.14) in Theorem 1.1 implies the asymptotical stability of zero solution for (1.3)–(1.4), which corresponds to the asymptotical stability of the constant vacuum equilibrium \((0, M/\sqrt{2})\) for (1.1)–(1.2) in the unitary gauge. By the \( U(1) \) symmetry of the original system (1.1)–(1.2), we can conclude that other constant vacuum equilibria \((0, Me^{i\theta}/\sqrt{2})\), \( \theta \in \mathbb{R} \) are asymptotically stable in the same sense.

(ii) By the argument of Glassey [18] and Matsumura [30], we can prove that if \( n = 2 \) and \( 2M = m \), the relations (1.14), (1.15) and (1.16) fail in a certain sense. More precisely, the wave operators can not be well-defined for \( n = 2 \) and \( 2M = m \). In that case, the long range phenomenon should take place.

(iii) When we consider the vortex solutions and the monopole solutions, the case of \( 2M = m \) is of special interest (see Plohr [33] and Jaffe and Taubes [22]).

The standard proof of global existence results for small initial data consists of the energy estimate and the time decay estimate. Theorem 1.1 for \( n = 3 \) follows immediately from the \( L^\infty - L^2 \) decay estimate by Klainerman [25] (see also Hörmander [21], Georgiev [12]–[15]). In the two dimensional case, this decay estimate is not sufficient for the proof of Theorem 1.1 and we need to use the technique of normal form by Shatah [34] in addition to the \( L^\infty - L^2 \)
decay estimate (see Ozawa, Tsutaya and Tsutsumi [31] and [32]). However, Shatah's argument does not always work if $M \neq m$. For example, in our problem the restriction $2M > m$ is required to apply Shatah's argument of normal form. Here we improve the proof by Kosecki [28] to overcome this difficulty, which gives an alternative proof of the result in [31] or [32] as well as an extension to the system of nonlinear Klein-Gordon equations with different mass terms.

We illustrate our proof of Theorem 1.1 for $n = 2$. The proof of Theorem 1.1 is based on the null condition technique, which compensates for the insufficiency of decay rate in two spatial dimensions. In [26], Klainerman introduced the notion of the null condition to prove the global existence of solutions for massless nonlinear wave equations with small initial data (see also Christodoulou [6]). Here, we give not a precise definition of the null condition but several typical examples of quadratic forms satisfying the null condition. For smooth functions $u(t, x)$ and $v(t, x)$, we define the quadratic forms $Q_0(u, v)$ and $Q_{\mu\nu}(u, v)$ as follows.

\begin{align}
Q_0(u, v) &= \partial_0 u \partial_0 v - \nabla u \cdot \nabla v, \\
Q_{\mu\nu}(u, v) &= \partial_\mu u \partial_\nu v - \partial_\nu u \partial_\mu v, \quad \mu \neq \nu.
\end{align}

It is known that $Q_0(u, v)$ and $Q_{\mu\nu}(u, v)$ satisfy the null condition (see [26]). Let $S = x^\mu \partial_\mu$. These quadratic forms can be rewritten by using $\Omega_{\mu\nu}$ and $S$ in the following forms.

\begin{align}
Q_0(u, v) &= r^{-1}(Su \partial_0 v - \partial_j u \Omega_{0j} v), \\
Q_{\mu\nu}(u, v) &= r^{-1}(\partial_j u \Omega_{\mu j} v - \partial_k u \Omega_{\nu k} v + \Omega_{\mu k} u \partial_\nu v), \\
Q_{\mu j}(u, v) &= -Q_{\nu j}(u, v) = r^{-1}(\partial_\mu u \Omega_{\nu j} v - \Omega_{\nu j} u \partial_\mu v).
\end{align}

These relations show that the quadratic forms $Q_0$ and $Q_{\mu\nu}$ have better decay estimates than other quadratic nonlinearity. On the other hand, we have the following commutation relations.

$$[\Omega_{\mu\nu}, \Box] = 0, \quad [S, \Box] = -2\Box.$$  

Because of the second commutation relation, the radial vector field $S$ is incompatible with the Klein-Gordon operator $\Box + M^2$, while it is useful for the D'Alembertian $\Box$. Therefore, we need to use $Q_0$ when we consider the nonlinear Klein-Gordon equation. However, because of the first commutation relation, the $Q_{\mu\nu}$'s are compatible with both the Klein-Gordon and the wave equations. So, $Q_{\mu\nu}$ are often called strong null forms (see Georgiev [12]). We
introduce new dynamical variables to rewrite equations (1.3) and (1.4) so that all the quadratic nonlinear terms of the resulting equations can be expressed in terms of the strong null forms $Q_{\mu\nu}$. This is inspired by Bachelot [2] and Kosecki [28]. Our proof is a kind of combination of the $L^\infty - L^2$ decay estimate and the normal form like the proofs by Bachelot [2, Part V] and Kosecki [28].

The plan of this paper is the following. In Section 2, we summarize several lemmas needed for the proof of Theorem 1.1. Especially, Lemma 2.2 in Section 2 is a key to our proof of Theorem 1.1, which enables us to control the solution globally in time. At the end of Section 2, we prove the unique local existence of solution for (1.3)–(1.6) (see Lemma 2.4). In Section 3, we prove Theorem 1.1 by using the lemmas in Section 2.

§ 2. Lemmas

We first state the lemma concerning the time decay estimate for the inhomogeneous linear Klein-Gordon equation. We consider the following Klein-Gordon equation.

\begin{align}
\Box u + M^2 u &= f(t, x), \quad t \in \mathbb{R}, x \in \mathbb{R}^n, \\
u(0, x) &= u_0(x), \quad \partial_0 u(0, x) = u_1(x), \quad x \in \mathbb{R}^n.
\end{align}

We have the following lemma.

**Lemma 2.1.** Assume that $n = 2$ or 3. Let $k$ be an arbitrary nonnegative integer and let $u$ be a solution of (2.1)–(2.2). We put $l(n) = [(n + 5)/2]$. Then, we have the following estimate:

\[
(1 + |t| + |x|)^{n/2} |u(t, x)|_k \leq C \left\{ \|u_0\|_{L^\infty} + \|u_1\|_{L^\infty} + \sum_{j=0}^{\infty} 2^j \sup_{s \in I_j[0, t]} \|f(s)\|_{L^{l(n)+2}} \right\},
\]

where $I_0 = [0, 1], I_j = [2^{j-1}, 2^j+1]$ ($j \geq 1$) and $C$ is a positive constant depending only on $k$. For $t < 0$, the same estimate as above holds.

This kind of decay estimate for the inhomogeneous linear Klein-Gordon equation was first proved by Klainerman [25] and was improved by Bachelot [2], Hörmander [21] and Georgiev [13]–[16]. For the proof of Lemma 2.1, see [14, Theorem 1].
In the following Lemmas 2.2 and 2.3, we do not use the convention that indices repeated are summed. We consider a system of Klein-Gordon equations:

\[ (\square + M^2)u = au^2 + \sum_{1 \leq j \leq l_1} b_j^{(1)} u_{v_j} + \sum_{1 \leq j \leq l_2} b_j^{(2)} u_{w_j} \]

\[ + \sum_{1 \leq j \leq k \leq l_1} c_{jk}^{(1)} v_j v_k + \sum_{1 \leq j \leq k \leq l_2} c_{jk}^{(2)} v_j w_k \]

\[ + \sum_{1 \leq j \leq k \leq l_2} c_{jk}^{(3)} w_j w_k + f \equiv F, \quad (t, x) \in R^{1+n} \]

\[ (\square + M^2)v_j = g_j, \quad (t, x) \in R^{1+n}, \quad 1 \leq j \leq l_1, \]

\[ (\square + m^2)w_j = h_j, \quad (t, x) \in R^{1+n}, \quad 1 \leq j \leq l_2, \]

where \(a, b_j^{(q)},\) and \(c_{jk}^{(q)}\) are constants, \(l_1\) and \(l_2\) are positive integers and \(f, g_j\) and \(h_j\) are smooth functions. We now state the key lemma to our proof of Theorem 1.1, which reveals that quadratic nonlinear Klein-Gordon equations generically have the null condition structure.

**Lemma 2.2.** Let \(u, v_j\) and \(w_j\) be solutions of (2.3), (2.4) and (2.5), respectively. Assume that \((2M - m)(M - 2m) \neq 0.\) Then, there exist constants \(p, q_j^{(1)}, q_j^{(2)} (1 \leq j \leq l_1), q_j^{(1)}, q_j^{(2)} (1 \leq j \leq l_2), r_j^{(1)} (1 \leq j, k \leq l_1), r_j^{(2)}, r_j^{(2)} (1 \leq j \leq l_1, 1 \leq k \leq l_2)\), and \(r_j^{(3)}, r_j^{(3)} (1 \leq j, k \leq l_2)\) such that if we put

\[ z_v = \partial_v u - 2pu \partial_v u - \sum_{1 \leq j \leq l_1} (q_j^{(1)} \partial_v u_{v_j} + q_j^{(1)} u_{v_j} v_j) \]

\[ - \sum_{1 \leq j \leq l_2} (q_j^{(2)} \partial_v u_{w_j} + q_j^{(2)} u_{w_j} w_j) - \sum_{1 \leq j, k \leq l_1} (r_j^{(1)} \partial_v v_j v_k + r_j^{(1)} v_j \partial_v v_k) \]

\[ - \sum_{1 \leq j \leq l_1} (r_j^{(2)} \partial_v w_j w_k) \]

\[ - \sum_{1 \leq j, k \leq l_2} (r_j^{(3)} \partial_v w_j w_k + r_j^{(3)} w_j \partial_v w_k), \]

then \(z_v\) satisfies the following equation.

\[ (\square + M^2)z_v = -4p \sum_{0 \leq \mu \leq n, \mu \neq \nu} Q_{\nu \mu}(u, \partial^\mu u) \]

\[ - 2 \sum_{1 \leq j \leq l_1} \left( q_j^{(1)} \sum_{0 \leq \mu \leq n, \mu \neq \nu} Q_{\nu \mu}(u, \partial^\mu v_j) + q_j^{(1)} \sum_{0 \leq \mu \leq n, \mu \neq \nu} Q_{\nu \mu}(u, \partial^\mu v_j) \right) \]
\[
-2 \sum_{1 \leq j \leq b} \left( q_j^{(2)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(w_j, \partial^\mu u) + \tilde{q}_j^{(2)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(u, \partial^\mu w_j) \right) \\
-2 \sum_{1 \leq j, k \leq b} \left( r_{jk}^{(1)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(v_k, \partial^\mu v_j) + \tilde{r}_{jk}^{(1)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(v_j, \partial^\mu v_k) \right) \\
-2 \sum_{1 \leq j \leq b} \left( r_{jk}^{(2)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(w_k, \partial^\mu v_j) + \tilde{r}_{jk}^{(2)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(v_j, \partial^\mu w_k) \right) \\
-2 \sum_{1 \leq j, k \leq b} \left( r_{jk}^{(3)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(w_k, \partial^\mu w_j) + \tilde{r}_{jk}^{(3)} \sum_{0 \leq \mu \leq n} Q_{\mu \nu}(w_j, \partial^\mu w_k) \right) \\
+ H,
\]

where

\( (2.8) \)

\[ H = -2p(3F \partial_v u + u \partial_v F) \]

\[ - \sum_{1 \leq j \leq b} \left( q_j^{(1)} \partial_v F v_j + (q_j^{(2)} + 2\tilde{q}_j^{(1)}) \partial_v w_j + (2q_j^{(1)} + \tilde{q}_j^{(1)}) F \partial_v v_j + \tilde{q}_j^{(1)} u \partial_v q_j \right) \]

\[ - \sum_{1 \leq j \leq b} \left( q_j^{(2)} \partial_v w_j + (q_j^{(2)} + 2\tilde{q}_j^{(2)}) \partial_v u v_j + (2q_j^{(2)} + \tilde{q}_j^{(2)}) F \partial_v w_j + \tilde{q}_j^{(2)} u \partial_v h_j \right) \]

\[ - \sum_{1 \leq j, k \leq b} \left( r_{jk}^{(1)} \partial_v q_j v_k + (r_{jk}^{(1)} + 2\tilde{r}_{jk}^{(1)}) \partial_v v_j \partial_v w_k + (2r_{jk}^{(1)} + \tilde{r}_{jk}^{(1)}) g_j \partial_v v_k + \tilde{r}_{jk}^{(1)} v_j \partial_v g_k \right) \]

\[ - \sum_{1 \leq j, k \leq b} \left( r_{jk}^{(2)} \partial_v v_j w_k + (r_{jk}^{(2)} + 2\tilde{r}_{jk}^{(2)}) \partial_v v_j \partial_v h_k + (2r_{jk}^{(2)} + \tilde{r}_{jk}^{(2)}) g_j \partial_v w_k + \tilde{r}_{jk}^{(2)} v_j \partial_v h_k \right) \]

\[ - \sum_{1 \leq j, k \leq b} \left( r_{jk}^{(3)} \partial_v h_j w_k + (r_{jk}^{(3)} + 2\tilde{r}_{jk}^{(3)}) \partial_v w_j \partial_v h_k + (2r_{jk}^{(3)} + \tilde{r}_{jk}^{(3)}) h_j \partial_v w_k + \tilde{r}_{jk}^{(3)} w_j \partial_v h_k \right). \]

Especially, if \( c_j^{(3)} = 0 \), we do not have to assume \( M \neq 2m \) and if \( b_j^{(2)} = c_j^{(2)} = 0 \), we do not have to assume \( 2M \neq m \).

**Remark 2.1.** When we apply Lemma 2.2 to equation (1.7), we choose the \( v_j \)'s and the \( w_j \)'s as follows.
\[(v_j; 1 \leq j \leq 2(1 + n)) = (A_v, \partial^\mu A_v; 0 \leq v \leq n),\]
\[(w_j; 1 \leq j \leq 3 + 2n) = (\phi, \partial^\nu \phi, \partial^\mu \partial^\nu \phi; 0 \leq v \leq n).\]

In the above choice, we regard \(A_\mu\) on the right hand side of (1.7) as one of the \(v_j\)'s and so \(a = b_j^{(2)} = 0\). We can employ another choice of the \(v_j\)'s so that \(A^\mu\) itself is excluded from the \(v_j\)'s. When we apply Lemma 2.2 to equation (1.4), we choose the \(v_j\)'s and the \(w_j\)'s as follows.

\[(v_j; 1 \leq j \leq 1 + n) = (A^\nu; 0 \leq v \leq n),\]

\[w_j = 0.\]

In this case, we do not need to consider equation (2.4). At the end of Section 3, we state a remark on the application of Lemma 2.2 to the general quasilinear case (see Concluding Remark in Section 3).

For the proof of Lemma 2.2, we start with the following observation due to Kosecki [28].

**Lemma 2.3.** Let \(u\) be a smooth function on \(\mathbb{R}^{1+n}\) and let \(v\) be a solution of the following inhomogeneous linear Klein-Gordon equation.

\[\Box v + M^2 v = h, \quad (t, x) \in \mathbb{R}^{1+n},\]

where \(h\) is a smooth function on \(\mathbb{R}^{1+n}\). Then, the following identity holds.

\[Q_0(u, \partial_v v) = \sum_{0 \leq \mu \leq n \atop \mu \neq \nu} Q_{\mu v}(u, \partial^\mu v) + (\partial_v u)(-M^2 v + h), \quad 0 \leq v \leq n.\]

Lemma 2.3 follows from a direct calculation (see [28, Lemma 2.1]). Now we state the proof of Lemma 2.2.

**Proof of Lemma 2.2.** Let \(z_v\) be defined as in (2.6). We let the Klein-Gordon operator \((\Box + M^2)\) act on \(z_v\) to have

\[(\Box + M^2)z_v = G_1 + G_2 + G_3,\]

where

\[(2.9) \quad G_1 = -4pQ_0(u, \partial_v u)\]

\[- 2 \sum_{1 \leq j \leq h_1} (q_j^{(1)}Q_0(\partial_v u, v_j) + \tilde{q}_j^{(1)}Q_0(u, \partial_v v_j))\]

\[- 2 \sum_{1 \leq j \leq h_2} (q_j^{(2)}Q_0(\partial_v u, w_j) + \tilde{q}_j^{(2)}Q_0(u, \partial_v w_j))\]
\[ G_2 = -2p(F \partial_v u + u \partial_v F) \]
\[
-2 \sum_{1 \leq j \leq h} (q_j^{(1)} (\partial_v F v_j + \partial_v u g_j) + \ddot{q}_j^{(1)} (F \partial_v v_j + u \partial_v g_j)) \\
-2 \sum_{1 \leq j \leq h} (q_j^{(2)} (\partial_v F w_j + \partial_v u h_j) + \ddot{q}_j^{(2)} (F \partial_v w_j + u \partial_v h_j)) \\
-2 \sum_{1 \leq j, k \leq h} (r_{jk}^{(1)} (\partial_v g_j v_k + \partial_v v_j g_k) + \ddot{r}_{jk}^{(1)} (g_j \partial_v v_k + v_j \partial_v g_k)) \\
-2 \sum_{1 \leq j, k \leq h} (r_{jk}^{(2)} (\partial_v g_j w_k + \partial_v w_j g_k) + \ddot{r}_{jk}^{(2)} (g_j \partial_v w_k + w_j \partial_v g_k)) \\
-2 \sum_{1 \leq j, k \leq h} (r_{jk}^{(3)} (\partial_v h_j w_k + \partial_v w_j h_k) + \ddot{r}_{jk}^{(3)} (h_j \partial_v w_k + w_j \partial_v h_k)),
\]

\[ G_3 = 2(a + M^2 p)u \partial_v u \]
\[
+ \sum_{1 \leq j \leq h} \{(b_j^{(1)} + M^2 q_j^{(1)}) \partial_v u w_j + (b_j^{(1)} + M^2 \ddot{q}_j^{(1)}) u \partial_v u v_j \} \\
+ \sum_{1 \leq j \leq h} \{(b_j^{(2)} + m^2 q_j^{(2)}) \partial_v u w_j + (b_j^{(2)} + m^2 \ddot{q}_j^{(2)}) u \partial_v u w_j \} \\
+ \sum_{1 \leq j, k \leq h} \{(c_{jk}^{(1)} + M^2 r_{jk}^{(1)}) \partial_v v_j v_k + (c_{jk}^{(1)} + M^2 \ddot{r}_{jk}^{(1)}) v_j \partial_v v_k \} \\
+ \sum_{1 \leq j, k \leq h} \{(c_{jk}^{(2)} + m^2 r_{jk}^{(2)}) \partial_v v_j w_k + (c_{jk}^{(2)} + m^2 \ddot{r}_{jk}^{(2)}) v_j \partial_v w_k \} \\
+ \sum_{1 \leq j, k \leq h} \{(c_{jk}^{(3)} + (M^2 - 2m^2) r_{jk}^{(3)}) \partial_v w_j w_k \\
+ (c_{jk}^{(3)} + (M^2 - 2m^2) \ddot{r}_{jk}^{(3)}) w_j \partial_v w_k \}.
\]
Here, we apply Lemma 2.3 to $G_1$ and so we have (2.7) with the following extra terms in the right hand side.

(2.12) \[ 2(a + 3M^2 p) u \partial_u u + \sum_{1 \leq j \leq h} \{ (b_j^{(1)} + M^2 q_j^{(1)} + 2M^2 \tilde{q}_j^{(1)}) \partial_v w_j \\
+ (b_j^{(1)} + 2M^2 q_j^{(1)} + M^2 \tilde{q}_j^{(1)}) u \partial_v v_j \} \\
+ \sum_{1 \leq j \leq h} \{ (b_j^{(2)} + m^2 q_j^{(2)} + 2m^2 \tilde{q}_j^{(2)}) \partial_v w_j \\
+ (b_j^{(2)} + 2M^2 q_j^{(2)} + m^2 \tilde{q}_j^{(2)}) u \partial_v w_j \} \\
+ \sum_{1 \leq j,k \leq h} \{ (c_{jk}^{(1)} + M^2 r_{jk}^{(1)} + 2M^2 \tilde{r}_{jk}^{(1)}) \partial_v v_k \\
+ (c_{jk}^{(1)} + 2M^2 r_{jk}^{(1)} + M^2 \tilde{r}_{jk}^{(1)}) v_j \partial_v v_k \} \\
+ \sum_{1 \leq j,k \leq h} \{ (c_{jk}^{(2)} + m^2 r_{jk}^{(2)} + 2m^2 \tilde{r}_{jk}^{(2)}) \partial_v v_k \\
+ (c_{jk}^{(2)} + 2M^2 r_{jk}^{(2)} + m^2 \tilde{r}_{jk}^{(2)}) v_j \partial_v w_k \} \\
+ \sum_{1 \leq j,k \leq h} \{ (c_{jk}^{(3)} - (M^2 - 2m^2) r_{jk}^{(3)} + 2m^2 \tilde{r}_{jk}^{(3)}) \partial_v w_k \\
+ (c_{jk}^{(3)} + 2m^2 r_{jk}^{(3)} - (M^2 - 2m^2) \tilde{r}_{jk}^{(3)}) w_j \partial_v w_k \} \}.

If all terms vanish in (2.12), we have the desired equation (2.7). Therefore, we have only to solve the following algebraic equations.

(2.13) \[ a + 3M^2 p = 0, \]

(2.14) \[ b_j^{(1)} + M^2 q_j^{(1)} + 2M^2 \tilde{q}_j^{(1)} = 0, \quad b_j^{(1)} + 2M^2 q_j^{(1)} + M^2 \tilde{q}_j^{(1)} = 0, \]

(2.15) \[ b_j^{(2)} + m^2 q_j^{(2)} + 2m^2 \tilde{q}_j^{(2)} = 0, \quad b_j^{(2)} + 2M^2 q_j^{(2)} + m^2 \tilde{q}_j^{(2)} = 0, \]

(2.16) \[ c_{jk}^{(1)} + M^2 r_{jk}^{(1)} + 2M^2 \tilde{r}_{jk}^{(1)} = 0, \quad c_{jk}^{(1)} + 2M^2 r_{jk}^{(1)} + M^2 \tilde{r}_{jk}^{(1)} = 0, \]

(2.17) \[ c_{jk}^{(2)} + m^2 r_{jk}^{(2)} + 2m^2 \tilde{r}_{jk}^{(2)} = 0, \quad c_{jk}^{(2)} + 2M^2 r_{jk}^{(2)} + m^2 \tilde{r}_{jk}^{(2)} = 0, \]

(2.18) \[ c_{jk}^{(3)} - (M^2 - 2m^2) r_{jk}^{(3)} + 2m^2 \tilde{r}_{jk}^{(3)} = 0, \]
\[ c_{jk}^{(3)} + 2m^2 r_{jk}^{(3)} - (M^2 - 2m^2) \tilde{r}_{jk}^{(3)} = 0. \]
A necessary and sufficient condition for all equations (2.13)–(2.18) to have solutions \( a, q_j^{(r)}, q_j^{(s)}, i_j^{(r)} \) and \( i_j^{(s)} \) is the following:

\[(2M - m)(M - 2m) \neq 0.\]

The restriction \( 2M \neq m \) comes from (2.15) and (2.17), and the restriction \( M \neq 2m \) comes from (2.18). Accordingly, if \( b_j^{(2)} = c_j^{(2)} = 0 \), we do not need the restriction \( 2M \neq m \) and if \( c_j^{(3)} = 0 \), we do not need the restriction \( M \neq 2m \).

This completes the proof of Lemma 2.2. □

We now mention several remarks on Lemma 2.2.

**Remark 2.2.** (i) Even if we consider complex-valued solutions, Lemma 2.2 also holds.

(ii) If either \( M \) or \( m \) vanishes, Lemma 2.2 still holds for a certain class of quadratic nonlinearity. Because (2.18) in the proof of Lemma 2.2 is solvable, when either \( M \) or \( m \) vanishes. Therefore, for example, we can apply Lemma 2.2 to the first equation in the following system:

\[
(\Box + M^2)u = v^2,
\]

\[
\Box v = f(u, v, \partial u, \partial v).
\]

This system is closely related to the Dirac-Proca system in the intermediate vector boson model for the weak interaction of elementary particles (see Aitchison and Hey [1, Section 10.1]). The argument analogous to Lemma 2.2 was applied to the Dirac-Proca equations in [39].

(iii) Suppose that \( f \) is cubic nonlinearity in (2.3) and \( g_j \) and \( h_j \) are quadratic nonlinearity in (2.4) and (2.5). Then, Lemma 2.2 implies that if we consider new dynamical variables \( z_i \) instead of \( u \) itself, equation (2.3) can be transformed into a new system of Klein-Gordon equations with strong null forms and cubic nonlinearity only.

We conclude this section by giving the local existence theorem for the Cauchy problem (1.3)–(1.6). Because the unique local solvability of the problem (1.3)–(1.6) seems to be interesting itself. We consider the problem (1.4)–(1.7) instead of (1.3)–(1.6). The proof of the following Lemma 2.4 reveals a semilinear feature of the system (1.4) and (1.7), that is, we can regard all nonlinearity in (1.4) and (1.7) as lower order perturbation with respect to the d’Alembertian □. From now on, we again use the convention that indices repeated are summed.

**Lemma 2.4.** Let \( n \) be spatial dimensions with \( n \geq 2 \) and let \( k \) be an integer with \( k \geq [n/2] + 2 \).
(i) We assume that

\[(\alpha^\mu, \beta^\mu, \phi_0, \phi_1) \in H^{k-1,k-1} \oplus H^{k-2,k-1} \oplus H^{k,k-1} \oplus H^{k,k-1} \oplus H^{k-1,k-1} .\]

Then, there exist \(\kappa_0 > 0\) and \(T > 0\) such that if the initial data \((\alpha^\mu, \beta^\mu, \phi_0, \phi_1)\) satisfy

\[\|\alpha^\mu\|_{H^{k/2,1}} + \|\beta^\mu\|_{H^{k/2,1}} + \|\phi_0\|_{H^{k/2,1}} + \|\phi_1\|_{H^{k/2,1}} \leq \kappa\]

for some \(\kappa\) with \(0 < \kappa \leq \kappa_0\) and the compatibility conditions (1.8) and (1.9) for the unitary gauge are satisfied, then the Cauchy problem (1.4)–(1.7) has a unique local solution \((A^\mu, \phi)\) on \([0,T]\) satisfying

\[\partial^\nu A^\mu(t), \partial^\beta \phi(t) \in C([0,T]; H^{k,0,k-1}), \quad |\alpha| \leq k - 1, |\beta| \leq k,\]

\[\sum_{j=0}^{1} (\|\partial^j_0 A^\mu(t)\|_{H^{k/2,1-j}} + \|\partial^j_0 \phi(t)\|_{H^{k/2,1+j}}) \leq C\kappa, \quad t \in [0,T],\]

\[\|\phi(t)\|_{L^\infty} \leq \frac{3M}{4\sqrt{2}}, \quad t \in [0,T],\]

where \(T\) is determined only by \(n\) and \(\kappa_0\), and \(C\) does not depend on \(\kappa\).

(ii) Let \(I\) be an arbitrary interval in \(R\). We put

\[X_I^k = \left\{(A^\mu, \phi); \partial^\nu A^\mu(t), \partial^\beta \phi(t) \in C(I; H^{0,k-1}), |\alpha| \leq k - 1, |\beta| \leq k, \right\}\]

\[\|\phi(t)\|_{L^\infty} \leq \frac{3M}{4\sqrt{2}}, t \in I\} .\]

Then, the solution in \(X_I^k\) of (1.7), (1.4) and (1.5) with supplementary conditions (1.8) and (1.9) is a solution in \(X_I^k\) of (1.3)–(1.6) and the converse is also true.

Proof. We first show part (ii). For that purpose, we observe that if the initial data satisfy (1.8)–(1.9) and \(\phi > -M/\sqrt{2}\), the problem (1.3)–(1.6) is equivalent to (1.7), (1.4) and (1.5) in the following sense. We put \(\varphi = \phi + M/\sqrt{2}\) and rewrite (1.3)–(1.4) and (1.6) as follows.

\[\Box A^\mu - \partial^\mu \partial_\nu A^\nu = -2A^\mu \varphi^2,\]

\[\Box \varphi = A_\nu A^\nu \varphi + \frac{1}{2} \left( m^2 \varphi - \frac{m^2}{M^2} |\varphi|^2 \varphi \right),\]

\[(\partial^\nu A^\nu) \varphi + 2A_\nu \partial^\nu \varphi = 0.\]

We note that when we take the derivatives in \(x^\mu\) of equations (2.19) and sum up the resulting equations over \(\mu\), we have equation (2.21), that is, the unitary
gauge condition. Using the unitary gauge condition (2.21), we replace equations (2.19) by the following.

\begin{equation}
\Box A^\mu + \partial_\mu (2A_\nu (\partial^\nu \phi) \phi^{-1}) = -2A^\mu \phi^2.
\end{equation}

Equation (2.22) makes sense, since \( \phi \) is expected to remain close to \( M/\sqrt{2} \). We now regard equations (2.22) and (2.20) as a system with which we start. If we have a regular solution \((A^\mu, \phi)\) of system (2.22) and (2.20) with \( \phi(t, x) > 0 \) and initial data at \( t = 0 \) satisfy (1.8)–(1.9), we can easily restore the unitary gauge condition (2.21). Indeed, we take the derivatives in \( x^\mu \) of equations (2.22) and sum up the resulting equations over \( \mu \) to obtain

\begin{equation}
(\Box + 2\phi^2)(\partial_\nu A^\nu + 2A_\nu (\partial^\nu \phi) \phi^{-1}) = 0.
\end{equation}

By assumptions (1.8)–(1.9) and equation (2.22) with \( \mu = 0 \), we also have

\begin{equation}
\partial_0^j (\partial_\nu A^\nu + 2A_\nu (\partial^\nu \phi) \phi^{-1})(0) = 0, \quad j = 0, 1.
\end{equation}

Therefore, if \( \phi(t, x) > 0 \), we can derive (2.21) from (2.23) and (2.24). Thus, we conclude that the Cauchy problem of system (2.19)–(2.21) is equivalent to that of (2.22) and (2.20) under assumptions (1.8) and (1.9), as long as \( \phi > 0 \). This implies that if the initial data satisfy (1.8)–(1.9) and \( \phi > -M/\sqrt{2} \), the problem (1.3)–(1.6) is equivalent to (1.7), (1.4) and (1.5), which shows (ii) of Lemma 2.4.

We next show part (i), that is, the unique local existence of solution for (1.4)–(1.7). For that purpose, we consider the following nonlinear mapping.

\[ N[(A^\mu, \phi)] = (a^\mu, b) + (N_1, N_2), \]

where \( \omega = (-A)^{1/2} \) and

\[ a^\mu(t) = \cos \omega t \alpha^\mu + \omega^{-1} \sin \omega t \beta^\mu, \]
\[ b(t) = \cos \omega t \phi_0 + \omega^{-1} \sin \omega t \phi_1, \]
\[ N_1[(A^\mu, \phi)] = \int_0^t \omega^{-1} \sin \omega(t - s) \left\{ -\partial^\mu \{2A_\nu (\partial^\nu \phi)(\phi + M/\sqrt{2})^{-1}\} - 2A^\mu (\phi + M/\sqrt{2})^2 \right\} ds, \]
\[ N_2[(A^\mu, \phi)] = \int_0^t \omega^{-1} \sin \omega(t - s) \left( -m^2 \phi + \frac{M}{\sqrt{2}} A_\nu A^\nu \right. \]
\[ \left. + A_\nu A^\nu \phi - \frac{3m^2}{\sqrt{2} M \phi^2} - \frac{m^2}{M^2 \phi^3} \right) ds. \]
Let $T$ be a constant with $0 < T \leq 1$ to be determined later. We put

\[ \mathcal{H} = \left( \bigcap_{j=0}^{1} C^j([0, T]; H^{[n/2]+1-j}) \right)^{1+n} \oplus \left( \bigcap_{j=0}^{1} C^j([0, T]; H^{[n/2]+2-j}) \right), \]

\[ \| (A^\mu, \phi) \|_{\mathcal{H}} = \sum_{j=0}^{n} \sum_{j=0}^{1} \left( \sup_{0 \leq t \leq T} \| \partial_t^j A^\mu(t) \|_{H^{[n/2]+1-j}} + \sup_{0 \leq t \leq T} \| \partial_t^j \phi(t) \|_{H^{[n/2]+2-j}} \right), \]

\[ (A^\mu, \phi) \in \mathcal{H}. \]

We consider $A^\mu$ as an element in $C([0, T]; H^{[n/2]+1})$, while $\phi$ is considered as an element in $C([0, T]; H^{[n/2]+2})$. Because the nonlinear function $N_1$ includes the second derivatives of $\phi$ and we only have by the Sobolev embedding theorem

\[ N_1[(A^\mu, \phi)] \in C([0, T]; H^{[n/2]+1}) \]

for $(A^\mu, \phi) \in \mathcal{H}$. On the other hand, we note that $N_2[(A^\mu, \phi)]$ belongs to $C([0, T]; H^{[n/2]+2})$ for $(A^\mu, \phi) \in \mathcal{H}$. By the assumption on initial data, we have

\[ \|(a^\mu, b)\|_{\mathcal{H}} \leq C_0 \kappa, \]

where $C_0$ is a positive constant independent of $\kappa$ and $T$ with $0 \leq T \leq 1$. We define the complete metric space $X_T$ as follows.

\[ X_T = \{(A^\mu, \phi) \in \mathcal{H}; \|(A^\mu, \phi)\|_{\mathcal{H}} \leq 4C_0 \kappa\} \]

with the metric

\[ d((A^\mu, \phi), (B^\mu, \psi)) = \|(A^\mu - B^\mu, \phi - \psi)\|_{\mathcal{H}}. \]

Now, we choose $\kappa > 0$ so small that for any second component $\phi$ of element in $X_T$, we can have by the Sobolev embedding theorem

\[ \| \phi(t) \|_{L^\infty} \leq \frac{3M}{4\sqrt{2}}, \quad t \in [0, T], \]

which implies

\[ \varphi(t, x) = \phi(t, x) + \frac{M}{\sqrt{2}} \geq \frac{M}{4\sqrt{2}}, \quad (t, x) \in [0, T] \times \mathbb{R}^n. \]

Then, if we choose $T > 0$ small, the standard contraction argument yields the unique fixed point $(A^\mu, \phi) \in X_T$ of the nonlinear mapping $N$ (for the details,
see, e.g., Ginibre and Velo [17]). This fixed point \((A^\mu, \phi) \in X_T\) is a unique local solution on \([0, T]\) of the Cauchy problem (1.7), (1.4) and (1.5) with supplementary conditions (1.8) and (1.9). The rest of Lemma 2.4 (i) is easily proved. □

§3. Proof of Theorem 1.1

In this section, we give an outline of the proof of estimates (1.11), (1.12) and (1.14) in Theorem 1.1 for \(n = 2\), which is the main part of the proof for Theorem 1.1. If we have showed (1.11), (1.12) and (1.14), it is easy to prove the rest of Theorem 1.1.

The difficulty to treat quadratic nonlinearity for \(n = 2\) consists in the insufficiency of decay rate. For example, We take the \(L^2(\mathbb{R}^2)\) norm of the second term on the right hand side of (1.7) to have by H"older’s inequality

\[
\|2\sqrt{2}MA^\mu\phi\|_{L^2} \leq C\|A^\mu(t)\|_{L^\infty}\|\phi(t)\|_{L^2}.
\]

Since we may expect that \(\|\phi(t)\|_{L^2}\) is bounded for all \(t\) and

\[
\|A^\mu(t)\|_{L^\infty} \sim |t|^{-1} \quad (|t| \to \infty),
\]

the right hand side of (3.1) is not integrable on \(\mathbb{R}\). So, it is difficult to control the quadratic nonlinear terms on the right hand side of (1.7) and (1.4) as they are. Therefore, we introduce new dynamical variables \(((B^\mu)_\nu, \psi_\nu)\) as follows:

\[
(B^\mu)_\nu = \partial_\nu A^\mu - C_1 \partial_\nu \partial^\mu A_\eta \partial^\eta \phi - C_2 \partial^\mu A_\eta \partial^\eta \partial_\nu \phi - C_3 \partial_\nu \partial^\eta \partial^\mu \phi - C_4 A_\eta \partial^\mu \partial_\nu \phi - C_5 \partial_\nu A_\eta A^\mu \partial_\nu \phi - C_6 A^\mu \partial_\nu \phi,
\]

\[
\psi_\nu = \partial_\nu \phi - 2C_7 \partial_\nu A_\eta A^\eta - 2C_8 \partial_\nu \phi,
\]

where \(C_j, 1 \leq j \leq 8\) are real constants to be determined by Lemma 2.2. We apply Lemma 2.2 to equations (1.7) and (1.4), by choosing \(a = b^{(3)}_j = c^{(2)}_j = 0\) and \(l_1 = 6, l_2 = 7\) for (1.7) and \(b^{(1)}_j = c^{(3)}_j = 0\) and \(l_2 = 1\) with the roles of \(M\) and \(m\) exchanged for (1.4) (see Remark 2.1 in Section 2). Here we note that when we apply Lemma 2.2 to (1.7), we regard \(A^\mu\) on the right hand side of (1.7) as one of the \(v_j\)'s and so \(a = b^{(3)}_j = 0\). If we choose \(C_j, 1 \leq j \leq 8\) by Lemma 2.2, we have the following new system with respect to dynamical variables \(((B^\mu)_\nu, \psi_\nu)\).
\[(\Box + M^2)(B^\nu)\nu \]
\[= \sum_{\gamma=0}^{2} \sum_{0 \leq \eta \leq 2} D_{1 \eta}^{(\nu)} Q_{\eta \nu}(\partial^\mu A_\nu, \partial^\nu \partial^\eta \phi) + \sum_{\gamma=0}^{2} \sum_{0 \leq \eta \leq 2} D_{2 \eta}^{(\nu)} Q_{\eta \nu}(\partial^x \phi, \partial^\nu \partial^\eta A_\nu) \]
\[+ \sum_{\gamma=0}^{2} \sum_{0 \leq \eta \leq 2} D_{3 \eta}^{(\nu)} Q_{\eta \nu}(A_\gamma, \partial^\nu \partial^\eta \partial^\beta \phi) + \sum_{\gamma=0}^{2} \sum_{0 \leq \eta \leq 2} D_{4 \eta}^{(\nu)} Q_{\eta \nu}(\partial^x \partial^\mu \phi, \partial^\eta A_\nu) \]
\[+ \sum_{0 \leq \eta \leq 2} D_{5 \eta}^{(\nu)} Q_{\eta \nu}(A^\mu, \partial^\eta \phi) + \sum_{0 \leq \eta \leq 2} D_{6 \eta}^{(\nu)} Q_{\eta \nu}(\phi, \partial^\eta A^\mu) \]
\[+ N_1^{(\nu)}(\partial^x A^\eta, \partial^\beta \phi; |x| \leq 3, |\beta| \leq 4), \quad x \in \mathbb{R}^2, \]
\[(3.5) \quad (\Box + m^2)\psi_\nu = \sum_{0 \leq \eta \leq 2} D_{7 \eta}^{(\nu)} \sum_{0 \leq \mu \leq 2} Q_{\eta \nu}(A^\mu, \partial^\eta A^\mu) \sum_{0 \leq \eta \leq 2} D_{8 \eta}^{(\nu)} Q_{\eta \nu}(\phi, \partial^\eta \phi) \]
\[+ N_2^{(\nu)}(\partial^x A^\eta, \partial^\beta \phi; |x| \leq 2, |\beta| \leq 3), \quad x \in \mathbb{R}^2, \]

where $D_{7 \eta}^{(\nu)}$ are constants and $N_1^{(\nu)}$ and $N_2^{(\nu)}$ are cubic nonlinearity with respect to $(\partial^x A^\eta, \partial^\beta \phi; |x| \leq 3, |\beta| \leq 4)$ and $(\partial^x A^\eta, \partial^\beta \phi; |x| \leq 2, |\beta| \leq 3)$, respectively.

All terms on the right hand side of (3.4) and (3.5) are strong null forms or cubic nonlinearity, which have the sufficient decay property.

For simplicity, we consider the case of $t \geq 0$ only, because the proof for the case $t \leq 0$ is the same. We put

\[(3.6) \quad \|\|(A^\mu, \phi)(t)\|\| = \sum_{0 \leq \mu \leq 2, |x| \leq 2} \sum_{0 \leq \eta \leq 2} \sup_{0 \leq s \leq t} (\|\partial^\mu A^\mu(s)\|_{k-6} + \|\partial^\eta \phi(s)\|_{k-5}) \]
\[+ \sum_{0 \leq \mu \leq 2, |x| \leq 1} \sum_{0 \leq \eta \leq 2} \sup_{0 \leq s \leq t} (1 + s)^{-\delta} (\|\partial^\mu A^\mu(s)\|_{k-2} + \|\partial^\eta \phi(s)\|_{k-1}) \]
\[+ \sum_{0 \leq \mu \leq 2, |x| \leq 2} \sum_{x \in \mathbb{R}^2} \sup_{0 \leq s \leq t} \sup_{x \in \mathbb{R}^2} (1 + s + |x|)^{-1} (\|\partial^\mu A^\mu(s, x)\|_{k-12} + \|\partial^\eta \phi(s, x)\|_{k-11}). \]

By using the standard argument, Lemma 2.1 and (1.21)–(1.22), we can derive the energy estimates of order $\leq k - 4$ and of order $\leq k - 5$ and the decay estimates of order $\leq k - 9$ and of order $\leq k - 8$ from (3.4) and (3.5) for $\partial^x (B^\nu)$, and $\partial^x \psi_\nu$, $|x| \leq 1$, respectively. From these estimates and (3.2)–(3.3), we easily obtain the energy estimates of order $\leq k - 6$ and of order $\leq k - 5$ and the
decay estimates of order \( \leq k - 11 \) and of order \( \leq k - 10 \) for \( \partial^\alpha A^\mu \) and \( \partial^\alpha \phi \), \( 1 \leq |\alpha| \leq 2 \), respectively. Once we have the estimates of derivatives of the solution, we recover the estimates of the solution itself by using the fact that the Klein-Gordon equation has a mass term. Thus, we have

\[
3.7 \quad \sum_{0 \leq \mu \leq 2} \sum_{|\alpha| \leq 2} (\| \partial^\alpha A^\mu (t) \|_{k-6} + \| \partial^\alpha \phi(t) \|_{k-5}) + \sum_{0 \leq \mu \leq 2} \sum_{|\alpha| \leq 2} (1 + t + |x|)^{-1} (|\partial^\alpha A^\mu (t,x) \|_{k-11} + |\partial^\alpha \phi(t,x) \|_{k-10}) \\
\leq C_{\varepsilon + \| (A^\mu, \phi)(t) \|_4^2 + \| (A^\mu, \phi)(t) \|_4^4), \quad t \geq 0, x \in \mathbb{R}^2.
\]

But the energy estimates derived from (3.4) and (3.5) have an undesirable feature of derivative loss. Hence, we need to return to the original system of (1.7) and (1.4), when we derive the estimates of higher order. Equations (1.7) and (1.4) yield the energy estimates without derivative loss, but we lose the boundedness for \( \| \partial^\alpha A^\mu (t) \|_{k-2}, \| \partial^\alpha \phi(t) \|_{k-1}, |\alpha| \leq 1 \) by \( |\alpha|^2 \). Accordingly, we have

\[
3.8 \quad \sum_{0 \leq \mu \leq 2} \sum_{|\alpha| \leq 1} \sup_{0 \leq r \leq t} (1 + s)^{-\delta} (\| \partial^\alpha A^\mu(s) \|_{k-2} + \| \partial^\alpha \phi(s) \|_{k-1}) \\
\leq C_{\varepsilon + \| (A^\mu, \phi)(t) \|_4^2 + \| (A^\mu, \phi)(t) \|_4^4), \quad t \geq 0.
\]

If we choose \( \varepsilon > 0 \) sufficiently small for any positive constant \( \eta \), then estimates (3.7) and (3.8) imply that

\[
\| (A^\mu, \phi)(t) \| \leq \eta, \quad t \geq 0,
\]

which shows (1.11), (1.12) and (1.14). For the details, see, e.g., [26], [28] and [31].

**Concluding Remark.** (i) The proof in this paper is applicable to the quadratic quasilinear case, that is, the case that the quadratic nonlinearity depends on derivatives of unknown functions up to second order except for the second derivative in \( t \) and depends linearly on the second derivatives. In that case, we have only to choose \( (v_j) = (\partial_\mu u, \partial_\mu u) \) to apply Lemma 2.2 to the equation of \( u \).

(ii) The problem whether the constant equilibria are stable for \( 2M = m \) or not seems very interesting. There are several papers treating the global solution of system with long range effect and the small data blowup (see, e.g., [7], [8], [10] and [11] for the long range problem and [24] for the small data blowup problem). The author does not know whether the proofs in those papers will be applicable to our case \( 2M = m \).
(iii) Recently, Sunagawa [38] has studied a system of cubic nonlinear Klein-Gordon equations with different mass terms in one space dimension by using an argument analogous to Lemma 2.2 in Section 2. The difference between the arguments in this paper and in [38] is how to eliminate undesirable terms $Q_0$ in the process of transforming the original equation into a new system with strong null forms and cubic nonlinearity only. In this paper, we consider derivatives of unknown functions to eliminate terms $Q_0$, while the definition of new dynamical variables includes terms $Q_0$ in [38].
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