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1. Introduction

Noumi and Yamada have generalized the Painlevé equations from the viewpoint of symmetry and presented higher order analogues of the Painlevé equations [7]. These systems admit the affine Weyl group symmetry of type $A_{n-1}^{(1)}$. When $n = 3$ and $n = 4$, the systems are nothing but the Painlevé IV equation (PVI) and the Painlevé V equation (PV), respectively. It is also known that they admit the special solutions expressible by the $n$-core Schur functions, which originates that the system can be derived from the $n$-reduced KP hierarchy [8, 6].

However, it is easy to see that the special polynomials which characterize the rational solutions to PV cannot be understood in such a picture. The author has shown that they are expressed in terms of the universal characters [2], a kind of generalization of the Schur functions [5]. In the determinant formula of Jacobi-Trudi type, the entries are given by the Laguerre polynomials.

This is not an isolated result. In fact, it has been revealed that the universal characters appear associated with a class of algebraic solutions to PV and the Garnier systems [4, 11]. It is also known that the rational solutions to $q$-PV are expressed in terms of a $q$-analogue of the universal characters [3].

Watching the construction of the rational solutions to PV, one expects that the similar special polynomials appear for the cases of the Noumi-Yamada system of type $A_5^{(1)}$ and $A_{2n-1}^{(1)}$ $(n \geq 3)$. In this article, we consider the case of $n = 3$ or the Noumi-Yamada system of type $A_5^{(1)}$ and show that the associated special
polynomials are expressed in terms of the universal characters specified by two 3-core partitions.

2. The Noumi-Yamada system of type $A_5^{(1)}$

The Noumi-Yamada system [7] of type $A_5^{(1)}$ is a differential system for unknown functions $f_i = f_i(t)$ ($i = 0, 1, \ldots, 5$) containing complex parameters $\alpha_i$ ($i = 0, 1, \ldots, 5$) with a constraint

$$\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 = 1.$$  

The explicit formula of $f_0'$ is given by

$$f_0' = f_0(f_1 f_2 + f_1 f_4 + f_3 f_4 - f_2 f_3 - f_2 f_5 - f_4 f_5)$$

$$+ \left( \frac{1}{2} - \alpha_2 - \alpha_4 \right) f_0 + \alpha_0(f_2 + f_4), \quad t = \frac{dt}{\alpha_i - \alpha_j}.$$  

Formulas of the other $f_i'$ are obtained by the rotation of indices that are understood as elements of $\mathbb{Z}/6\mathbb{Z}$. The system is essentially fourth order since it has two trivial integrals

$$f_0 + f_2 + f_4 = f_1 + f_3 + f_5 = \sqrt{t}.$$  

It is known that the system admits the extended affine Weyl group $\tilde{W}(A_5^{(1)}) = \langle s_0, \ldots, s_5, \pi \rangle$ as the symmetry of Bäcklund transformations. The actions are given by

$$s_i(x_j) = \alpha_j, \quad s_i(x_j) = x_j + \alpha_j \quad (j = i \pm 1), \quad s_i(x_j) = x_j \quad (j \neq i, i \pm 1),$$

$$s_i(f_i) = f_i, \quad s_i(f_j) = f_j + \frac{\alpha_i}{f_j} \quad (j = i \pm 1), \quad s_i(f_j) = f_j \quad (j \neq i, i \pm 1),$$

and the fundamental relations

$$s_i^2 = 1, \quad s_is_j = s_js_i \quad (j \neq i, i \pm 1), \quad s_is_js_i = s/js_i \quad (j = i \pm 1),$$

$$\pi^6 = 1, \quad \pi s_i = s_i+1 \pi,$$

hold. Moreover, the actions can be lifted to the $\tau$-functions $\tau_i$ by the formulas

$$s_i(\tau_j) = \tau_j \quad (i \neq j), \quad s_i(\tau_i) = \tau_i \frac{\tau_{i-1} \tau_{i+1}}{\tau_i}, \quad \pi(\tau_i) = \tau_{i+1}.$$  

From (2.4) and (2.6), one can derive the bilinear relations of Hirota-Miwa type

$$\tau_0 s_0 s_1(\tau_1) = s_0(\tau_0) s_1(\tau_1) + \alpha_0 \tau_2 \tau_5,$$

$$\tau_1 s_1 s_0(\tau_0) = s_0(\tau_0) s_1(\tau_1) - \alpha_1 \tau_2 \tau_5,$$

and their rotations of indices.
Let us define the translation operators $T_i$ ($i = 0, 1, \ldots, 5$) by $T_1 = \pi s_5 s_4 s_3 s_2 s_1$ and $\pi T_i = T_{i+1} \pi$, which commute with each other and satisfy $T_1 T_2 T_3 T_4 T_5 T_0 = 1$. The actions on the parameters $x_i$ are given by

\[ T_i(1, x_1, x_2, x_3, x_4, x_5) = (x_0 + 1, x_1 - 1, x_2, x_3, x_4, x_5), \quad (i = 1), \]

and so on. Then a multi-index $v = (v_1, \ldots, v_5, v_0) \in \mathbb{Z}^6$ uniquely corresponds to an arbitrary $w \in \tilde{W}(A_5^{(1)})$ by $w = T_1^{v_1} \cdots T_5^{v_5} T_0^{v_0}$. Note that all the multi-indices $v + k = (v_1 + k, \ldots, v_5 + k, v_0 + k)$ ($k \in \mathbb{Z}$) correspond to the same $w \in \tilde{W}(A_5^{(1)})$ due to $T_1 T_2 T_3 T_4 T_5 T_0 = 1$.

Let us introduce the $\tau$-functions on the lattice as

\[ \tau_v = T^v(\tau_0), \quad T^v = T_1^{v_1} \cdots T_5^{v_5} T_0^{v_0}. \]

Then $\tau_v$ are expressed in the form

\[ \tau_v = \phi_v \tau_0 \left( \frac{\tau_1}{\tau_0} \right)^{v_1} \cdots \left( \frac{\tau_5}{\tau_0} \right)^{v_5} \left( \frac{\tau_0}{\tau_5} \right)^{v_0}, \]

where $\phi_v$ are polynomials in $x_i$, $f_i$ with coefficients in $\mathbb{Z}$ and expressed by the determinant formula of Jacobi-Trudi type.

3. Construction of special polynomials

The similar formulation to the previous section for the Noumi-Yamada system of type $A_{n-1}^{(1)}$ is given in [7, 8, 6]. Starting with the fixed point with respect to the transformation $\pi$, one obtain a solution

\[ x_i = \frac{1}{n}, \quad f_i = \frac{1}{n} \quad (i = 0, 1, \ldots, n - 1). \]

The polynomials $\phi_v$ with the specialization of (3.1) are known to be expressed in terms of the $n$-core Schur functions. In the case of $n = 3$ or $P_3$, these polynomials coincide with the Okamoto polynomials up to multiplication by non-zero constants [9, 10].

As we mentioned above, the special polynomials which characterize the rational solutions to $P_3$ cannot be understood in such a picture and these polynomials are expressed in terms of the universal characters. Note that such special polynomials are constructed by starting with the fixed points with respect to the transformation $\pi^2$ (not $\pi$). It is meaningful to consider the fixed points of $\pi^2$ only for the cases of $A_{2n-1}^{(1)}$. This is the reason why we investigate the Noumi-Yamada system of type $A_5^{(1)}$ (or $A_{2n-1}^{(1)}$ more generally) in this article.

It is obvious that the Noumi-Yamada system of type $A_5^{(1)}$ has a solution.
(3.2) \[ x_{2i} = \frac{1}{3} - s, \quad x_{2i+1} = s \quad (i = 0, 1, 2), \]
\[ f_i = \frac{\sqrt{i}}{3} \quad (i = 0, 1, \ldots, 5), \]
on the fixed points with respect to the transformation \( \pi^2 \). Applying the Bäcklund transformations to the above solution, we observe that \( \phi_v \) are expressed in the form
\[ \phi_v = \left( \frac{\sqrt{i}}{3} \right)^{\bar{v}} U_{v_-, v_+}, \]
where \( U_{v_-, v_+} = U_{v_-, v_+}(t, s) \) are some polynomials in \( t \) and \( s \). The solutions to the system are written as
\[ f_0 = \frac{\sqrt{i}}{3} \frac{U_{(0,0,0)}(0,0,0) \cdot U_{(1,0,0)\cdot(0,0,-1)}}{U_{(1,1,1)\cdot(1,1,0)\cdot} U_{(1,0,0)\cdot(0,0,0)\cdot}}, \quad f_1 = \frac{\sqrt{i}}{3} \frac{U_{(1,0,0)\cdot(0,0,0)\cdot} U_{(0,0,0)\cdot(1,0,0)\cdot}}, \]
\[ f_2 = \frac{\sqrt{i}}{3} \frac{U_{(1,0,0)\cdot(1,0,0)\cdot} U_{(1,1,0)\cdot(0,0,0)\cdot}}{U_{(1,0,0)\cdot(0,0,0)\cdot} U_{(1,1,0)\cdot(1,0,0)\cdot}}, \quad f_3 = \frac{\sqrt{i}}{3} \frac{U_{(1,1,0)\cdot(1,0,0)\cdot} U_{(1,0,0)\cdot(1,1,0)\cdot}}, \]
\[ f_4 = \frac{\sqrt{i}}{3} \frac{U_{(1,1,0)\cdot(1,1,0)\cdot} U_{(0,0,0)\cdot(0,-1,1)\cdot}}{U_{(1,1,0)\cdot(1,0,0)\cdot} U_{(1,1,1)\cdot(1,1,0)\cdot}}, \quad f_5 = \frac{\sqrt{i}}{3} \frac{U_{(1,1,1)\cdot(1,1,0)\cdot} U_{(0,0,-1)\cdot(0,0,0)\cdot}}, \]
and
\[ x_0 = \frac{1}{3} - s - v_0 + v_1, \quad x_1 = s - v_1 + v_2, \]
\[ x_2 = \frac{1}{3} - s - v_2 + v_3, \quad x_3 = s - v_3 + v_4, \]
\[ x_4 = \frac{1}{3} - s - v_4 + v_5, \quad x_5 = s - v_5 + v_0, \]
where we denote \( (v_1 + n_1, v_3 + n_3, v_5 + n_5) \) and \( (v_2 + n_2, v_4 + n_4, v_0 + n_0) \) as \( (n_1, n_3, n_5)_- \) and \( (n_2, n_4, n_0)_- \), respectively.

We introduce some notations in order to present an explicit expression of the polynomials \( U_{v_-, v_+} \). Let \( M_{v_\pm} \) be the Maya diagrams determined by
\[ M_{v_-} = (3Z_{<v_1} + 1) \cup (3Z_{<v_3} + 2) \cup (3Z_{<v_5} + 3), \]
\[ M_{v_+} = (3Z_{<v_2} + 1) \cup (3Z_{<v_4} + 2) \cup (3Z_{<v_0} + 3). \]
To each Maya diagram $M = \{\ldots, m_3, m_2, m_1\}$ ($\cdots < m_3 < m_2 < m_1$), one can associate a unique partition $\lambda = (\lambda_1, \lambda_2, \ldots)$ such that $m_i - m_{i+1} = \lambda_i - \lambda_{i+1} + 1$ for $i = 1, 2, \ldots$. Note that all the Maya diagrams $M + k = \{\ldots, m_2 + k, m_1 + k\}$ ($k \in \mathbb{Z}$) obtained from $M = \{\ldots, m_3, m_2, m_1\}$ by shifting define the same partition by this correspondence. We assign the partitions $\lambda'_\pm$ and $\lambda'_\pm$ to the Maya diagrams $M_{\nu_-}$ and $M_{\nu_+}$, respectively. Note that $M_{\nu_-}$ corresponds to the conjugate $\lambda'_-$ and that the partitions of the form $\lambda'_\pm$ are called 3-core. Let $H_{\lambda_{\pm}}$ be the products of the hook-length of the Young diagrams corresponding to the partitions $\lambda_{\pm}$, which are expressed as

$$H_{\lambda_{\pm}} = \prod_{i \in M_{\lambda_{\pm}}, j \in M_{\lambda_{\pm}}' : i > j} (i - j).$$

For a pair of partitions $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_l)$ and $\mu = (\mu_1, \mu_2, \ldots, \mu_m)$, the universal character $S_{\lambda, \mu}[x, y]$ is a polynomial in $x = (x_1, x_2, \ldots)$ and $y = (y_1, y_2, \ldots)$ defined as follows [2]:

$$S_{\lambda, \mu}[x, y] = \det\left[ q_{\mu_{m-i} - i}^{m-i}(y), \quad 1 \leq i \leq m \right] \left[ p_{\lambda_{m-i} - i}(x), \quad m+1 \leq i \leq l + m \right]_{1 \leq i, j \leq l+m},$$

where $p_k(x)$ and $q_k(y)$ are the elementary Schur polynomials

$$\sum_{k \in \mathbb{Z}} p_k(x)\eta^k = \exp\left(\sum_{j=1}^{\infty} x_j \eta^j\right), \quad \sum_{k \in \mathbb{Z}} q_k(y)\eta^k = \exp\left(\sum_{j=1}^{\infty} y_j \eta^j\right).$$

Then we have the following Theorem.

**Theorem 3.1.** The polynomials $U_{\nu_-, \nu_+}$ are expressed as

$$U_{\nu_-, \nu_+} = 3^{-|\lambda_{\pm}|}(-3)^{-|\mu_{\pm}|} H_{\lambda_{\pm}} H_{\lambda_{\pm}} S_{\lambda_{\pm}, \mu_{\pm}},$$

where $S_{\lambda_{\pm}, \lambda_{\pm}} = S_{\lambda_{\pm}, \lambda_{\pm}}[x^-, x^+]$ are the universal characters specified by the partitions $\lambda_-$ and $\lambda_+$. The variables $x^- = (x_1^-, x_2^-, \ldots)$ and $x^+ = (x_1^+, x_2^+, \ldots)$ are specialized as

$$x_i^- = \frac{t}{3} + \frac{3s - \bar{v}}{j}, \quad x_j^+ = -\frac{t}{3} + \frac{3s - \bar{v}}{j}.$$

**Example.** Let us take the case of $\nu_- = (1, 2, 0)$, $\nu_+ = (3, 2, 0)$. The corresponding Maya diagrams are

$$M_{\nu_-} = \{\ldots, 0, 1, 2, 5\}, \quad M_{\nu_+} = \{\ldots, 1, 2, 4, 5, 7\}.$$  

Hence we have

$$\lambda_- = (1, 1) = \begin{pmatrix} 2 \cr 1 \end{pmatrix}, \quad \lambda_+ = (2, 1, 1) = \begin{pmatrix} 4 & 1 \cr 2 & 1 \end{pmatrix}.$$
and
\begin{equation}
H_{\lambda_-} = 2 \cdot 1 = 2, \quad H_{\lambda_+} = 4 \cdot 2 \cdot 1^2 = 8.
\end{equation}

Thus the polynomial \( U_{\lambda_-, \lambda_+} \) is expressed as
\begin{equation}
U_{\lambda_-, \lambda_+} = 3^2 \times (-3)^{-4} \times 2 \times 8 \times S_{\lambda_-, \lambda_+}.
\end{equation}

The determinant formula of Jacobi-Trudi type for \( S_{\lambda_-, \lambda_+} \) is given by
\begin{equation}
S_{\lambda_-, \lambda_+} = \begin{vmatrix}
q_1^{(r)} & q_0^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} & q_{-3}^{(r)} \\
q_2^{(r)} & q_1^{(r)} & q_0^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} \\
p_0^{(r)} & p_1^{(r)} & p_2^{(r)} & p_3^{(r)} & p_4^{(r)} \\
p_{-2}^{(r)} & p_{-1}^{(r)} & p_0^{(r)} & p_1^{(r)} & p_2^{(r)} \\
p_{-3}^{(r)} & p_{-2}^{(r)} & p_{-1}^{(r)} & p_0^{(r)} & p_1^{(r)}
\end{vmatrix},
\end{equation}

where \( p_k^{(r)} \) and \( q_k^{(r)} \) are defined by
\begin{equation}
\sum_{k=0}^{\infty} p_k^{(r)} \eta^k = (1 - \eta)^{-r} \exp \left( -\frac{x\eta}{1-\eta} \right), \quad p_k^{(r)} = 0 \text{ for } k < 0,
\end{equation}
\begin{equation}
q_k^{(r)}(x) = p_k^{(r)}(-x),
\end{equation}

with \( x = t/3 \) and \( r = 3s - \bar{v} = 3s + 2 \). We remark that \( p_k^{(r)} \) and \( q_k^{(r)} \) are nothing but the Laguerre polynomials.

Outline of the proof of Theorem 3.1 is given as follows. Define \( R_{\lambda_-, \lambda_+}^{(r)} \) by
\begin{equation}
R_{\lambda_-, \lambda_+}^{(r)}(x) = S_{\lambda_-, \lambda_+}(t, s), \quad x = t/3, \quad r = 3s - \bar{v}.
\end{equation}

Then the bilinear relations (2.7) are reduced to
\begin{equation}
\sigma R_{\lambda_-, (1, 0, 0)\lambda_+,(1, 0, 0)}^{(r)} R_{\lambda_-, (1, 1, 1)\lambda_+,(1, 1, 0)}^{(r-1)} = -R_{\lambda_-, (0, 0, 0)\lambda_+,(0, 0, 0)}^{(r)} R_{\lambda_-, (1, 0, 0)\lambda_+,(1, 0, -1)}^{(r-1)} + R_{\lambda_-, (1, 0, 0)\lambda_+,(0, 0, 0)}^{(r-1)} R_{\lambda_-, (0, 0, 0)\lambda_+,(1, 0, -1)}^{(r)},
\end{equation}
\begin{equation}
-3v_2 - 3v_0 + 1 R_{\lambda_-, (0, 0, 0)\lambda_+,(0, 0, 0)}^{(r)} R_{\lambda_-, (1, 0, 0)\lambda_+,(1, 0, -1)}^{(r-1)} = x R_{\lambda_-, (1, 0, 0)\lambda_+,(0, 0, -1)}^{(r-2)} R_{\lambda_-, (0, 0, 0)\lambda_+,(1, 0, 0)}^{(r+1)} + (1 - r - \bar{v} - 3v_0 + 3v_1) R_{\lambda_-, (1, 0, 0)\lambda_+,(1, 0, 0)}^{(r)} R_{\lambda_-, (1, 1, 1)\lambda_+,(1, 1, 0)}^{(r-1)},
\end{equation}
where
\begin{equation}
\sigma = \begin{cases} 
+1 & v_2 \geq v_0 \\
-1 & v_2 < v_0
\end{cases},
\end{equation}

and we denote the partitions corresponding to the multi-indices \( n/C_0 = (n_1 + n_1, n_3 + n_3, n_5 + n_5) \) and \( n/C_0 = (n_2 + n_4, n_4 + n_0, v_0 + n_0) \) as \( \lambda_-(n_1, n_3, n_5) \) and \( \lambda_+(n_2, n_4, n_0) \), respectively. The bilinear relations (3.19) can be proved in terms of the contiguity relations
\begin{equation}
p^{(r)}_k - p^{(r)}_{k-1} = p^{(r-1)}_k,
\end{equation}
\begin{equation}
q^{(r)}_k - q^{(r)}_{k-1} = q^{(r-1)}_k,
\end{equation}
and
\begin{equation}
(k+1)p^{(r)}_{k+1} = rp^{(r+1)}_k - xp^{(r+2)}_k,
\end{equation}
\begin{equation}
(k+1)q^{(r)}_{k+1} = rq^{(r+1)}_k + xq^{(r+2)}_k,
\end{equation}
by using the same technique as in [5]. For avoiding complication, we just illustrate with the case of \( v_- = (1, 2, 0) \), \( v_+ = (2, 1, 0) \) in Appendix.

By construction of \( R^{(r)}_{\lambda_-, \lambda_+} \) we have the bilinear relations obtained from (3.19) by replacing \( v_i \) and \( R^{(r)}_{\lambda_-(n_1, n_3, n_5), \lambda_+(n_2, n_4, n_0)} \) with \( v_i + 2 \) and \( R^{(r)}_{\lambda_-(n_1+1, n_1, n_3), \lambda_+(n_2+1, n_2, n_4)} \), respectively. Due to the symmetry
\begin{equation}
R^{(r)}_{\lambda_-, \lambda_+} (-x) = R^{(r)}_{\lambda_+, \lambda_-} (x),
\end{equation}
we also have the bilinear relations obtained by replacing \( x \) and \( R^{(r)}_{\lambda_-(n_1, n_3, n_5), \lambda_+(n_2, n_4, n_0)} \) by \(-x\) and \( R^{(r)}_{\lambda_-(n_2, n_4, n_0), \lambda_+(n_1, n_3, n_5)} \), respectively. These bilinear relations are equivalent to those derived from the rotations of indices in (2.7).

4. Degeneration to the Okamoto polynomials

In this section, we show that the special polynomials obtained in the previous section degenerate to the Okamoto polynomials which characterize the rational solutions to PIV. This degeneration process is achieved by putting
\begin{equation}
x = 3\varepsilon^{-2} \left( 1 - \frac{\varepsilon}{3} z \right), \quad r = 3\varepsilon^{-2},
\end{equation}
and taking the limit of \( \varepsilon \to 0 \). One can put \( \lambda_- = \emptyset \) without losing generality in this limiting procedure. Then we consider the degeneration of the solutions in the form
(4.2) \[ f_0 = \sqrt{\frac{3}{2}} \frac{R^{(r)}_{2}(0,0,0)R^{(r-2)}_{z}(0,0,0)}{R^{(r)}_{z}(1,1,0)R^{(r-1)}_{z}(0,0,0)}, \]
\[ f_1 = \sqrt{\frac{3}{2}} \frac{R^{(r)}_{z}(0,0,0)R^{(r-1)}_{z}(0,0,0)}{R^{(r)}_{z}(1,1,0)R^{(r)}_{z}(0,0,0)}, \]
\[ f_2 = \sqrt{\frac{3}{2}} \frac{R^{(r)}_{z}(1,0,0)R^{(r-2)}_{z}(0,0,0)}{R^{(r+1)}_{z}(1,0,0)R^{(r-1)}_{z}(1,0,0)}, \]
\[ f_3 = \sqrt{\frac{3}{2}} \frac{R^{(r)}_{z}(1,0,0)R^{(r-1)}_{z}(1,0,0)}{R^{(r+1)}_{z}(1,1,0)R^{(r)}_{z}(0,0,0)}, \]
\[ f_4 = \sqrt{\frac{3}{2}} \frac{R^{(r)}_{z}(1,1,0)R^{(r-2)}_{z}(0,0,0)}{R^{(r-1)}_{z}(1,1,0)R^{(r-1)}_{z}(1,0,0)}, \]
\[ f_5 = \sqrt{\frac{3}{2}} \frac{R^{(r)}_{z}(1,1,0)R^{(r+1)}_{z}(0,0,0)}{R^{(r+1)}_{z}(1,1,0)R^{(r)}_{z}(0,0,0)}, \]

and

\[ \alpha_0 = \frac{1}{3} - s - v_0, \quad \alpha_1 = s + v_2, \]
\[ \alpha_2 = \frac{1}{3} - s - v_2, \quad \alpha_3 = s + v_4, \]
\[ \alpha_4 = \frac{1}{3} - s - v_4, \quad \alpha_5 = s + v_0, \]

with \( r = 3s + (v_2 + v_4 + v_0) \). Let us investigate the degeneration of the polynomials \( R^{(r)}_{z} \). Putting

\[ \eta \rightarrow e\eta, \quad \tilde{p}^{(r)}_{k} = e^{k} \tilde{p}^{(r)}_{k}, \]

in (3.17), we have

\[ \sum_{k=0}^{\infty} \tilde{p}^{(r+j)}_{k} \eta^{k} = \exp \left( z \eta - \frac{3}{2} \eta^{2} \right)[1 + \epsilon(j \eta + z \eta^{2} - 2 \eta^{3}) + O(\epsilon^{2})]. \]

This implies

\[ \tilde{p}^{(r+j)}_{k} = p_{k} + ejp_{k-1} + \epsilon(zp_{k-2} - 2p_{k-3}) + O(\epsilon^{2}), \]

where \( p_{k} = p_{k}(z) \) are the polynomials defined by

\[ \sum_{k=0}^{\infty} p_{k} \eta^{k} = \exp \left( z \eta - \frac{3}{2} \eta^{2} \right), \quad p_{k} = 0 \quad \text{for} \ k < 0. \]

Then we obtain

\[ R^{(r+j)}_{z} = e^{jz^{1/2}} \left[ R_{z} + \epsilon \left( f_{d}R_{z}^{(r)} + Q_{z} \right) + O(\epsilon^{2}) \right], \]

by using the relation
where we denote the contribution of the third term of (4.6) as $Q_{\lambda_a}$. The polynomials $R_{\lambda_a} = R_{\lambda_a}(z)$ coincide with the Okamoto polynomials up to multiplication by non-zero constants.

Next we investigate the degeneration of the solutions and equations. It is easy to see that $f_i$ are expressed in the form

\begin{align}
(4.9) \quad \frac{dp_k}{dz} = p_{k-1},
\end{align}

(4.10)

\begin{align*}
f_0 &= e^{-1} + \frac{d}{dz} \log \frac{R_{\lambda_a(0,0,0)}}{R_{\lambda_a(1,1,0)}} - \frac{z}{6} + O(\varepsilon), & f_1 &= e^{-1} + \frac{d}{dz} \log \frac{R_{\lambda_a(1,0,0)}}{R_{\lambda_a(0,0,0)}} - \frac{z}{6} + O(\varepsilon), \\
f_2 &= e^{-1} + \frac{d}{dz} \log \frac{R_{\lambda_a(1,0,0)}}{R_{\lambda_a(0,0,0)}} - \frac{z}{6} + O(\varepsilon), & f_3 &= e^{-1} + \frac{d}{dz} \log \frac{R_{\lambda_a(1,1,0)}}{R_{\lambda_a(1,0,0)}} - \frac{z}{6} + O(\varepsilon), \\
f_4 &= e^{-1} + \frac{d}{dz} \log \frac{R_{\lambda_a(1,1,0)}}{R_{\lambda_a(1,0,0)}} - \frac{z}{6} + O(\varepsilon), & f_5 &= e^{-1} + \frac{d}{dz} \log \frac{R_{\lambda_a(1,1,0)}}{R_{\lambda_a(1,0,0)}} - \frac{z}{6} + O(\varepsilon).
\end{align*}

Put

\begin{align}
(4.11) \quad &f_0 = e^{-1} + g_1 - \frac{z}{2}, & f_1 = e^{-1} + g_2 - \frac{z}{2}, \\
&f_2 = e^{-1} + g_2 - \frac{z}{2}, & f_3 = e^{-1} + g_0 - \frac{z}{2}, \\
&f_4 = e^{-1} + g_0 - \frac{z}{2}, & f_5 = e^{-1} + g_1 - \frac{z}{2},
\end{align}

and

\begin{align}
(4.12) \quad &\alpha_0 = -e^{-2} + \frac{2\beta_0 + \beta_1}{3}, & \alpha_1 = e^{-2} + \frac{\beta_0 - \beta_1}{3}, \\
&\alpha_2 = -e^{-2} + \frac{2\beta_1 + \beta_2}{3}, & \alpha_3 = e^{-2} + \frac{\beta_1 - \beta_2}{3}, \\
&\alpha_4 = -e^{-2} + \frac{2\beta_2 + \beta_0}{3}, & \alpha_5 = e^{-2} + \frac{\beta_2 - \beta_0}{3}.
\end{align}

Then we find that the equations

\begin{align}
(4.13) & (f_0 f_1)' = \sqrt{t}[f_0 f_1 (f_1 - f_0) + \alpha_0 f_1 + \alpha_1 f_0], \\
& (f_2 f_3)' = \sqrt{t}[f_2 f_3 (f_3 - f_2) + \alpha_2 f_3 + \alpha_3 f_2], \\
& (f_4 f_5)' = \sqrt{t}[f_4 f_5 (f_5 - f_4) + \alpha_4 f_5 + \alpha_5 f_4],
\end{align}

are reduced to
\begin{align}
g'_0 &= g_0(g_1 - g_2) + \beta_0, \\
g'_1 &= g_1(g_2 - g_0) + \beta_1, \\
g'_2 &= g_2(g_0 - g_1) + \beta_2, \\
\end{align}

with
\begin{align}
\beta_0 + \beta_1 + \beta_2 &= 1, \quad g_0 + g_1 + g_2 = z,
\end{align}
in the degeneration limit. This is nothing but the symmetric form of PIV or the Noumi-Yamada system of type $A^{(1)}_2$. The solutions are reduced to
\begin{align}
g_0 &= \frac{d}{dz} \log \frac{R_{\varphi, (1, 1, 0)}(\ddot{\gamma}, 0, 0)}{R_{\varphi, (1, 1, 0)}(\ddot{\gamma}, 0, 0)} + \frac{z}{3}, \\
g_1 &= \frac{d}{dz} \log \frac{R_{\varphi, (0, 0, 0)}(\ddot{\gamma}, 0, 0)}{R_{\varphi, (1, 1, 0)}(\ddot{\gamma}, 0, 0)} + \frac{z}{3}, \\
g_2 &= \frac{d}{dz} \log \frac{R_{\varphi, (0, 0, 0)}(\ddot{\gamma}, 0, 0)}{R_{\varphi, (1, 1, 0)}(\ddot{\gamma}, 0, 0)} + \frac{z}{3},
\end{align}
and
\begin{align}
(\beta_0, \beta_1, \beta_2) &= \left(\frac{1}{3} - v_0 + v_2, \frac{1}{3} - v_2 + v_4, \frac{1}{3} - v_4 + v_0\right),
\end{align}
which are nothing but the rational solutions to PIV [9, 1].

5. A conjecture for the case of $A^{(1)}_{2n-1}$

It is easy to propose a conjecture with respect to the special polynomials associated with the Noumi-Yamada system of type $A^{(1)}_{2n-1}$ from the discussion in the previous sections. We start with a particular solution
\begin{align}
\varphi_{2i} &= \frac{1}{n} - s, \quad \varphi_{2i+1} = s \quad (i = 0, 1, \ldots, n - 1), \\
f_i &= \frac{\sqrt{i}}{n} \quad (i = 0, 1, \ldots, 2n - 1),
\end{align}
to the system on the fixed points with respect to the transformation $\pi^2$.

**Conjecture 5.1.** The functions $\phi_\psi$ with the above specialization are expressed in the form
\begin{align}
\phi_\psi = \left(\frac{\sqrt{i}}{n}\right)^{\psi(\psi - 1)/2} U_{\nu_-, \nu_+},
\end{align}

\begin{align}
\psi &= \sum_{i=1}^{2n} (-1)^{i-1} v_i, \quad \nu_- = (v_1, \ldots, v_{2n-1}), \quad \nu_+ = (v_2, \ldots, v_{2n}).
\end{align}
The polynomials $U_{\lambda_-, \lambda_+} = U_{\lambda_-, \lambda_+}(t,s)$ are expressed in terms of the universal characters as

\[ U_{\lambda_-, \lambda_+} = n^{-|\lambda_-|}(-n)^{-|\lambda_+|} H_{\lambda_+} H_{\lambda_-} S_{\lambda_- \lambda_+}, \]

where $\lambda_-$ and $\lambda_+$ are partitions of $n$-core corresponding to the Maya diagrams

\[ M_{\lambda_-} = (nZ_{<\lambda_{1}} + 1) \cup (nZ_{<\lambda_{2}} + 2) \cup \cdots \cup (nZ_{<\lambda_{2n-1}} + n), \]

\[ M_{\lambda_+} = (nZ_{<\lambda_{2}} + 1) \cup (nZ_{<\lambda_{3}} + 2) \cup \cdots \cup (nZ_{<\lambda_{2n}} + n), \]

respectively. The variables $x^-$ and $x^+$ are specialized as

\[ x^-_j = \frac{t}{n} + \frac{ns - \tilde{v}}{j}, \quad x^+_j = -\frac{t}{n} + \frac{ns - \tilde{v}}{j}, \]

which means that the entries in the determinant formula of Jacobi-Trudi type are also the Laguerre polynomials.

6. Remarks and Discussions

It is natural to ask what kind of solutions to the Noumi-Yamada system of type $A_5^{(1)}$ one can get by starting with the fixed points with respect to the transformation $\pi^3$. In this setting, we find that the system is reduced to

\[ f'_0 = \sqrt{i}[f_0(f_1 - f_2) + x_0], \]
\[ f'_1 = \sqrt{i}[f_1(f_2 - f_3) + x_1], \]
\[ f'_2 = \sqrt{i}[f_2(f_3 - f_0) + x_2], \]

\[ x_0 + x_1 + x_2 = \frac{1}{2}, \quad f_0 + f_1 + f_2 = \sqrt{t}, \]

which is equivalent to $P_1$ or the Noumi-Yamada system of type $A_2^{(1)}$. It is obvious that putting $x_4 = x_5 = 0$ and $f_4 = f_5 = 0$ in the system of type $A_5^{(1)}$ we have

\[ f'_0 = f_0f_2(f_1 - f_3) + \left(\frac{1}{2} - x_2\right)f_0 + x_0f_2, \]
\[ f'_1 = f_1f_3(f_2 - f_0) + \left(\frac{1}{2} - x_3\right)f_1 + x_1f_3, \]
\[ f'_2 = f_2f_0(f_3 - f_1) + \left(\frac{1}{2} - x_0\right)f_2 + x_2f_0, \]
\[ f'_3 = f_3f_1(f_0 - f_2) + \left(\frac{1}{2} - x_1\right)f_3 + x_3f_1, \]
(6.4) \[ \alpha_0 + \alpha_1 + \alpha_2 + \alpha_3 = 1, \quad f_0 + f_2 = f_1 + f_3 = \sqrt{t}, \]

which is equivalent to P\(_V\) or the Noumi-Yamada system of type \(A_3^{(1)}\). These mean that the Noumi-Yamada system of type \(A_5^{(1)}\) contains P\(_V\) and P\(_V\) as special cases. Similarly, the solutions to the Noumi-Yamada system of type \(A_3^{(1)}\) \((l = 3, 4, \ldots, m = 1, 2, \ldots)\) on the fixed points with respect to the transformation \(\pi^l\) are subject to the system of type \(A_1^{(1)}\).

As we mentioned above, the special polynomials associated with a class of algebraic solutions to P\(_{VI}\) and the Garnier systems can be also expressed in terms of the universal characters. It is interesting to clarify why the universal characters [12] are equivalent to PV or the Noumi-Yamada system of type \(A_3^{(1)}\). It is expected that the Noumi-Yamada system of type \(A_3^{(1)}\) is derived as some reduction from this integrable hierarchy.

### A. Illustration of the proof

In the case of \(v_- = (1, 2, 0), \ v_+ = (2, 1, 0)\), the first relation of (3.19) is written as

\[
\begin{align*}
\begin{vmatrix}
q_1^{(r)} & q_0^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} & q_{-3}^{(r)} & q_{-4}^{(r)} \\
q_2^{(r)} & q_1^{(r)} & q_0^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} & q_{-3}^{(r)} \\
p_2^{(r-1)} & p_1^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_{-2}^{(r-1)} & p_{-3}^{(r-1)} \\
p_0^{(r-1)} & p_3^{(r-1)} & p_4^{(r-1)} & p_5^{(r-1)} & p_6^{(r-1)} & p_7^{(r-1)} \\
p_{-1}^{(r-1)} & p_{-1}^{(r-1)} & p_1^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_2^{(r-1)} \\
p_{-2}^{(r-1)} & p_{-2}^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_1^{(r-1)} & p_2^{(r-1)} \\
p_{-3}^{(r-1)} & p_{-3}^{(r-1)} & p_{-1}^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_1^{(r-1)}
\end{vmatrix}
\end{align*}
\]

\[
= \begin{vmatrix}
q_1^{(r)} & q_0^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} & q_{-3}^{(r)} & q_{-4}^{(r)} \\
q_2^{(r)} & q_1^{(r)} & q_0^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} & q_{-3}^{(r)} \\
p_2^{(r-1)} & p_1^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_{-2}^{(r-1)} & p_{-3}^{(r-1)} \\
p_0^{(r-1)} & p_3^{(r-1)} & p_4^{(r-1)} & p_5^{(r-1)} & p_6^{(r-1)} & p_7^{(r-1)} \\
p_{-1}^{(r-1)} & p_{-1}^{(r-1)} & p_1^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_2^{(r-1)} \\
p_{-2}^{(r-1)} & p_{-2}^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_1^{(r-1)} & p_2^{(r-1)} \\
p_{-3}^{(r-1)} & p_{-3}^{(r-1)} & p_{-1}^{(r-1)} & p_0^{(r-1)} & p_{-1}^{(r-1)} & p_1^{(r-1)}
\end{vmatrix}
\]

\[
+ \begin{vmatrix}
q_2^{(r)} & q_1^{(r)} & q_0^{(r)} \\
p_2^{(r)} & p_3^{(r)} & p_4^{(r)} \\
p_{-1}^{(r)} & p_{-1}^{(r)} & p_1^{(r)}
\end{vmatrix}
\]
Using the contiguity relation (3.21), we have

\[
\begin{array}{ccccccc}
q_1^{(r)} & q_0^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} & q_{-3}^{(r)} & q_{-4}^{(r)} \\
q_2^{(r)} & q_1^{(r)} & q_{0}^{(r)} & q_{-1}^{(r)} & q_{-2}^{(r)} & q_{-3}^{(r)} \\
p_2^{(r)} & p_3^{(r)} & p_4^{(r)} & p_5^{(r)} & p_6^{(r)} & p_7^{(r)} \\
p_{-1}^{(r)} & p_0^{(r)} & p_1^{(r)} & p_2^{(r)} & p_3^{(r)} & p_4^{(r)} \\
p_{-3}^{(r)} & p_{-2}^{(r)} & p_{-1}^{(r)} & p_0^{(r)} & p_1^{(r)} & p_2^{(r)} \\
p_{-4}^{(r)} & p_{-3}^{(r)} & p_{-2}^{(r)} & p_{-1}^{(r)} & p_0^{(r)} & p_1^{(r)} \\
\end{array}
\]

(A.2)

\[
D = \begin{array}{ccccccc}
-q_1^{(r)} & q_0^{(r-1)} & q_{-1}^{(r-1)} & q_{-2}^{(r-1)} & q_{-3}^{(r-1)} \\
-q_2^{(r)} & q_1^{(r-1)} & q_{0}^{(r-1)} & q_{-1}^{(r-1)} & q_{-2}^{(r-1)} \\
p_2^{(r)} & p_3^{(r-1)} & p_4^{(r-1)} & p_5^{(r-1)} & p_6^{(r-1)} & p_7^{(r-1)} \\
p_{-1}^{(r)} & p_0^{(r-1)} & p_1^{(r-1)} & p_2^{(r-1)} & p_3^{(r-1)} & p_4^{(r-1)} \\
p_{-3}^{(r)} & p_{-2}^{(r-1)} & p_{-1}^{(r-1)} & p_0^{(r-1)} & p_1^{(r-1)} & p_2^{(r-1)} \\
p_{-4}^{(r)} & p_{-3}^{(r-1)} & p_{-2}^{(r-1)} & p_{-1}^{(r-1)} & p_0^{(r-1)} & p_1^{(r-1)} \\
\end{array}
\]

(A.3)

Then Jacobi’s identity

\[
D \cdot D \left[ \begin{array}{c} 1 \\ 3 \\ 6 \end{array} \right] = D \left[ \begin{array}{c} 1 \\ 6 \\ 3 \end{array} \right] D \left[ \begin{array}{c} 3 \\ 1 \\ 6 \end{array} \right] - D \left[ \begin{array}{c} 1 \\ 6 \\ 3 \end{array} \right] D \left[ \begin{array}{c} 3 \\ 1 \\ 6 \end{array} \right],
\]

is reduced to (A.1). The second relation of (3.19) is written as

\[
\begin{array}{ccccccc}
q_2^{(r-2)} & q_1^{(r-2)} & q_0^{(r-2)} & q_{-1}^{(r-2)} & q_{-2}^{(r-2)} \\
p_2^{(r-2)} & p_3^{(r-2)} & p_4^{(r-2)} & p_5^{(r-2)} & p_6^{(r-2)} & p_7^{(r-2)} \\
p_{-1}^{(r-2)} & p_0^{(r-2)} & p_1^{(r-2)} & p_2^{(r-2)} & p_3^{(r-2)} & p_4^{(r-2)} \\
p_{-3}^{(r-2)} & p_{-2}^{(r-2)} & p_{-1}^{(r-2)} & p_0^{(r-2)} & p_1^{(r-2)} & p_2^{(r-2)} \\
p_{-4}^{(r-2)} & p_{-3}^{(r-2)} & p_{-2}^{(r-2)} & p_{-1}^{(r-2)} & p_0^{(r-2)} & p_1^{(r-2)} \\
\end{array}
\]

(A.5)
Using the contiguity relation (3.21), we get

\[
\begin{align*}
\begin{bmatrix}
q_1^{(r+1)} & q_0^{(r+1)} & q_{-1}^{(r+1)} \\
q_2^{(r+1)} & q_1^{(r+1)} & q_0^{(r+1)} \\
p_1^{(r+1)} & p_2^{(r+1)} & p_3^{(r+1)} \\
p_{-2}^{(r+1)} & p_{-1}^{(r+1)} & p_0^{(r+1)} \\
p_1^{(r+1)} & p_0^{(r+1)} & p_1^{(r+1)} \\
\end{bmatrix}
&=
\begin{bmatrix}
q_1^{(r-2)} & q_0^{(r-2)} & q_{-1}^{(r-2)} \\
q_2^{(r-2)} & q_1^{(r-2)} & q_0^{(r-2)} \\
p_1^{(r-2)} & p_2^{(r-2)} & p_3^{(r-2)} \\
p_{-2}^{(r-2)} & p_{-1}^{(r-2)} & p_0^{(r-2)} \\
p_1^{(r-2)} & p_0^{(r-2)} & p_1^{(r-2)} \\
\end{bmatrix},
\end{align*}
\]

Similarly we have

\[
\begin{align*}
\begin{bmatrix}
q_1^{(r+1)} & q_0^{(r+1)} & q_{-1}^{(r+1)} \\
q_2^{(r+1)} & q_1^{(r+1)} & q_0^{(r+1)} \\
p_1^{(r+1)} & p_2^{(r+1)} & p_3^{(r+1)} \\
p_{-2}^{(r+1)} & p_{-1}^{(r+1)} & p_0^{(r+1)} \\
p_1^{(r+1)} & p_0^{(r+1)} & p_1^{(r+1)} \\
\end{bmatrix}
&=
\begin{bmatrix}
q_1^{(r-2)} & q_0^{(r-2)} & q_{-1}^{(r-2)} \\
q_2^{(r-2)} & q_1^{(r-2)} & q_0^{(r-2)} \\
p_1^{(r-2)} & p_2^{(r-2)} & p_3^{(r-2)} \\
p_{-2}^{(r-2)} & p_{-1}^{(r-2)} & p_0^{(r-2)} \\
p_1^{(r-2)} & p_0^{(r-2)} & p_1^{(r-2)} \\
\end{bmatrix},
\end{align*}
\]

Using the contiguity relation (3.22), we obtain
(A.7) \( x^{-5}(r - 4)(r - 3) \times 7 \cdot 4 \cdot 2 \cdot 1 \)

\[
\begin{vmatrix}
\frac{q_1^{(r-4)}}{r - 4} & q_1^{(r-5)} & q_0^{(r-4)} & q_{-1}^{(r-3)} & q_{-2}^{(r-2)} & q_{-3}^{(r-1)} \\
\frac{q_2^{(r-4)}}{r - 3} & q_2^{(r-5)} & q_1^{(r-4)} & q_0^{(r-3)} & q_{-1}^{(r-2)} & q_{-2}^{(r-1)} \\
-\frac{p_0^{(r-4)}}{7} & -p_7^{(r-5)} & p_7^{(r-4)} & -p_7^{(r-3)} & p_7^{(r-2)} & -p_7^{(r-1)} \\
-\frac{p_3^{(r-4)}}{4} & -p_4^{(r-5)} & p_4^{(r-4)} & -p_4^{(r-3)} & p_4^{(r-2)} & -p_4^{(r-1)} \\
-\frac{p_1^{(r-4)}}{2} & -p_2^{(r-5)} & p_2^{(r-4)} & -p_2^{(r-3)} & p_2^{(r-2)} & -p_2^{(r-1)} \\
-p_0^{(r-4)} & -p_1^{(r-5)} & p_1^{(r-4)} & -p_1^{(r-3)} & p_1^{(r-2)} & -p_1^{(r-1)} \\
\end{vmatrix}
\]

Put

\[
(D.9) \quad D = \begin{vmatrix}
\frac{q_1^{(r-4)}}{r - 4} & q_1^{(r-5)} & q_0^{(r-4)} & q_{-1}^{(r-3)} & q_{-2}^{(r-2)} & q_{-3}^{(r-1)} \\
\frac{q_2^{(r-4)}}{r - 3} & q_2^{(r-5)} & q_1^{(r-4)} & q_0^{(r-3)} & q_{-1}^{(r-2)} & q_{-2}^{(r-1)} \\
-\frac{p_6^{(r-4)}}{7} & -p_7^{(r-5)} & p_7^{(r-4)} & -p_7^{(r-3)} & p_7^{(r-2)} & -p_7^{(r-1)} \\
-\frac{p_3^{(r-4)}}{4} & -p_4^{(r-5)} & p_4^{(r-4)} & -p_4^{(r-3)} & p_4^{(r-2)} & -p_4^{(r-1)} \\
-\frac{p_1^{(r-4)}}{2} & -p_2^{(r-5)} & p_2^{(r-4)} & -p_2^{(r-3)} & p_2^{(r-2)} & -p_2^{(r-1)} \\
-p_0^{(r-4)} & -p_1^{(r-5)} & p_1^{(r-4)} & -p_1^{(r-3)} & p_1^{(r-2)} & -p_1^{(r-1)} \\
\end{vmatrix}
\]

Then Jacobi’s identity (A.4) is reduced to (A.5).
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