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Abstract. This paper is concerned with positive stationary solutions for a Lotka-Volterra cooperative model with a density-dependent diffusion term of a fractional type. The existence of stationary patterns is proven by the presence of density-dependent diffusion. Our proof is based on the Leray-Schauder degree theory and some a priori estimates. We also derive a certain limiting system which positive stationary solutions satisfy.
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1. Introduction

In this paper we study positive stationary solutions of the following strongly coupled reaction-diffusion system:

\[
\begin{aligned}
  &u_t = a \left( 1 + \frac{\alpha}{\mu + v} \right) u + u(a - u + cv) \quad \text{in } \Omega \times (0, T), \\
  &v_t = \frac{b}{d} v(-b + du - v) \quad \text{in } \Omega \times (0, T), \\
  &\frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0 \quad \text{on } \partial \Omega \times (0, T), \\
  &u(\cdot, 0) = u_0(\cdot), \quad v(\cdot, 0) = v_0(\cdot) \quad \text{in } \Omega,
\end{aligned}
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^N \) with smooth boundary \( \partial \Omega \); \( \partial n/\partial n \) denotes the outward normal derivative on \( \partial \Omega \); \( a, b, c, d \) and \( \mu \) are all positive constants; \( \alpha \) is a non-negative constant; \( u_0 \) and \( v_0 \) are given non-negative functions which are not identically zero. The system (P) is a Lotka-Volterra cooperative model with a density-dependent diffusion term of a fractional type; unknown functions \( u \) and \( v \) represent population densities of two cooperative species, respectively; \( a \) and \( -b \) denote the intrinsic growth rates of the respective species; \( c \) and \( d \) denote interaction coefficients. When \( \alpha = 0 \), (P) is reduced to a classical Lotka-Volterra cooperative model with diffusion. See [9] and [15] for such a cooperative model.
According to Okubo and Levin [13], a typical diffusion term appearing in the theory of population dynamics is represented in the form of \( D(x, t) \), where \( w \) denotes a population density and \( D(x, t) \) reflects the transition probability of individuals of species \( w \) at a position \( x \) and time \( t \). We call \( D(x, t) \) a diffusion coefficient. In certain cooperative relationships in ecology, the movement of one species depends on the population density of the other species. In such a situation, the diffusion coefficient of one species will be large (resp. small) at a point where the population density of the other species is low (resp. high). Taking the above points into consideration, we take \( 1 + \frac{\alpha}{(\mu + v)} \) as the diffusion coefficient for \( u \) in (P). The nonlinear diffusion term \( \alpha D[u/(\mu + v)] \) will play the most important role in this paper.

A two-species population model in which the diffusion of one species depends on the population density of the other species was first proposed by Shigesada, Kawasaki and Teramoto [16] to investigate the habitat segregation phenomena between two competing species. Since their work was published, many mathematicians have studied population models with density-dependent diffusion. However, population models including density-dependent diffusion terms of a fractional type have appeared in recent years; for example, see [8], [19] for cooperative models with Dirichlet boundary conditions; [1], [2], [5], [6], for prey-predator models; [14], [18] for three-species prey-predator models.

The stationary problem associated with (P) is

\[
\begin{aligned}
\Delta \left[ \left( 1 + \frac{\alpha}{\mu + v} \right) u \right] + u(a - u + cv) &= 0 \quad \text{in } \Omega, \\
\Delta v + v(-b + du - v) &= 0 \quad \text{in } \Omega, \\
\frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

The main purpose of the present paper is to study the existence of stationary patterns (i.e. positive non-constant solutions) for (SP) with the weak cooperative condition

\[
\frac{a}{b} > \frac{1}{d} > c. \tag{1.1}
\]

From now on, we always assume (1.1). When \( \alpha = 0 \), the following proposition due to Lou, Nagylaki and Ni [9] is well known.

**Proposition 1.1** (Lou, Nagylaki and Ni [9]). Let \( \alpha = 0 \). Then every solution of (P) converges to a unique positive constant steady-state\( (u^*, v^*) := \left( \frac{a - bc}{1 - cd}, \frac{ad - b}{1 - cd} \right) \) uniformly as \( t \to \infty. \)
Proposition 1.1 implies that \((u^*, v^*)\) is a unique positive solution of (SP) with \(\alpha = 0\). Namely, no stationary pattern exists in the linear diffusion case. However, the presence of density-dependent diffusion may enable us to construct stationary patterns of (SP). We focus on \(\alpha\) to discuss the existence and the non-existence of stationary patterns for (SP).

We first state the non-existence result of stationary patterns for (SP).

**Theorem 1.1.** There exists a positive constant \(a = a(a, b, c, d, \mu)\) such that, if \(a < a\), then \((u^*, v^*)\) is a unique positive solution of (SP).

Theorem 1.1 means that stationary patterns still do not exist when the effect of density-dependent diffusion is small. However, we can prove the existence of stationary patterns for (SP) if the effect of density-dependent diffusion is large.

Let \(0 = \lambda_0 < \lambda_1 < \lambda_2 < \cdots\) denote eigenvalues of \(-\Delta\) with the homogeneous Neumann boundary condition on \(\partial\Omega\) and let \(m_i\) denote the algebraic multiplicity of \(\lambda_i\). Then we have the following theorem which is one of our main results.

**Theorem 1.2.** Assume that \(\{v^*(b - \mu)\}/(\mu + v^*) \in (\lambda_l, \lambda_{l+1})\) for some \(l \geq 1\) and that \(\sum_{i=1}^l m_i\) is odd. Then there exists a positive constant \(\alpha^* = \alpha^*(a, b, c, d, \mu)\) such that (SP) has at least one positive non-constant solution for each \(\alpha > \alpha^*\).

Ecologically, it may be said that as \(\alpha\) increases, each individual of species \(u\) becomes not only more active, but also more sensitive to the concentration level of species \(v\) at the place where the individual is locating. Then Theorems 1.1 and 1.2 indicate that such sensitivity generates stationary patterns. We also remark that the existence of stationary patterns suggests the complexity of the dynamical behavior of (P) for large \(\alpha\).

We are also interested in the limiting patterns of (SP) as \(\alpha \to \infty\). Under the restriction \(N \leq 3\), we obtain the following limiting system as \(\alpha \to \infty\).

**Theorem 1.3.** Suppose \(N \leq 3\) and \(b > \mu\). Let \(\{(u_i, v_i, \alpha_i)\}_{i=1}^\infty\) be any sequence such that \(\lim_{i \to \infty} \alpha_i = \infty\) and positive functions \((u_i, v_i)\) satisfy (SP) with \(\alpha = \alpha_i\). Then, by passing to a subsequence if necessary, it holds that

\[
\lim_{i \to \infty} (u_i, v_i) = (\tau(\mu + \bar{v}), \bar{v}) \quad \text{in} \quad C^1(\bar{\Omega}) \times C^1(\bar{\Omega}),
\]

where \(\tau\) is a positive constant satisfying \(1 < d \tau < b/\mu, \bar{v}\) is a positive function in \(\bar{\Omega}\) and \((\tau, \bar{v})\) satisfies

\[
\begin{cases}
\Delta \bar{v} + \bar{v}\{-b + d \tau \mu + (d \tau - 1)\bar{v}\} = 0 \quad \text{in} \quad \Omega, \\
\frac{\partial \bar{v}}{\partial n} = 0 \quad \text{on} \quad \partial \Omega, \\
\int_{\Omega} \{\mu + \bar{v}\}\{a - \tau \mu + (c - \tau)\bar{v}\} dx = 0.
\end{cases}
\]
We expect that the limiting system (1.2) may give much information on profiles of stationary patterns of (SP) for large \( \varepsilon \). We will study (1.2) in a forthcoming paper.

This paper is organized as follows. In Section 2, we will consider the linearized eigenvalue problem of (P) at \((u^*, v^*)\). In Section 3, we will derive different kinds of a priori estimates. These a priori estimates will play a key role in the proofs of Theorems 1.2 and 1.3. In Section 4, we will show Theorem 1.1. In Section 5, we will prove Theorem 1.2 by using the Leray-Schauder degree theory (see e.g. [12]). In Section 6, we will show Theorem 1.3.

Throughout the paper, the usual norms of \( L^p(\Omega) \) for \( p \in [1, \infty) \) and \( C(\Omega) \) are defined by

\[
\|\psi\|_p := \left( \int_{\Omega} |\psi(x)|^p \, dx \right)^{1/p} \quad \text{and} \quad \|\psi\|_{\infty} := \max_{x \in \Omega} |\psi(x)|,
\]

respectively.

2. Stability of the constant solution \((u^*, v^*)\)

In this section, we will analyze the linearized stability of the constant stationary solution \((u^*, v^*)\) for (P).

The linearized eigenvalue problem of (P) at \((u^*, v^*)\) is given by

\[
\begin{cases}
- \left( 1 + \frac{\varepsilon}{\mu + v^*} \right) \Delta h + \frac{\varepsilon u^*}{(\mu + v^*)^2} \Delta k + u^* h - c u^* k = \eta h & \text{in } \Omega, \\
- \Delta k - dv^* h + v^* k = \eta k & \text{in } \Omega, \\
\frac{\partial h}{\partial n} = \frac{\partial k}{\partial n} = 0 & \text{on } \partial \Omega.
\end{cases}
\]

(2.1)

We know that \((u^*, v^*)\) is linearly stable when \( \varepsilon = 0 \). Using the expansions of \( h \) and \( k \) in terms of eigenfunctions of \(-\Delta\), one can see that \( \eta \) is an eigenvalue of (2.1) if and only if

\[
\det \begin{pmatrix}
(1 + \varepsilon (\mu + v^*)^{-1}) \lambda_i + u^* - \eta & -\varepsilon u^* (\mu + v^*)^{-2} \lambda_i - c u^* \\
-\varepsilon u^* (\mu + v^*)^{-2} \lambda_i + u^* - \eta & \lambda_i + v^* - \eta
\end{pmatrix} = 0
\]

for some \( i \geq 0 \), where \( \lambda_i \) is an eigenvalue of \(-\Delta\) defined in Section 1. In particular, \( \eta = 0 \) is an eigenvalue of (2.1) if and only if

\[
\frac{\lambda_i}{(\mu + v^*)^2} ((\mu + v^*)(\lambda_i + v^*) - du^* v^*) \varepsilon + (\lambda_i + u^*)(\lambda_i + v^*) - c du^* v^* = 0
\]

for some \( i \geq 0 \). Note that \((\lambda_i + u^*)(\lambda_i + v^*) - c du^* v^* > 0\) for all \( i \geq 0 \) because of (1.1). Thus it is easy to see that the linearized stability of \((u^*, v^*)\) changes as
z increases in (P) if and only if
\[
\frac{(\mu + v^*)(\lambda_1 + v^*) - du^* v^*}{C_3} = (\mu + v^*)\lambda_1 + v^*(\mu + v^* - du^*)
\]
\[
= (\mu + v^*)\lambda_1 + v^*(\mu - b)
\]
\[
< 0.
\]
Therefore, \( b > \mu \) is necessary for the linearized stability of \((u^*, v^*)\) to change (and so we do not discuss the case \( b \leq \mu \), especially, \( -b \geq 0 \)). This means that the difference in the intrinsic growth rates between two species \( u \) and \( v \) contributes to creating stationary patterns in (SP).

**Remark 2.1.** From the viewpoint of the bifurcation theory, the change of the linearized stability of \((u^*, v^*)\) implies that positive non-constant solutions of (SP) bifurcate from \((u^*, v^*)\) as \( z \) increases. In fact, under suitable conditions, we can obtain bifurcation branches of positive non-constant solutions for (SP) by using the local bifurcation theorem [3]. In that case, positive non-constant solutions obtained in Theorem 1.2 probably correspond to one of those bifurcation branches.

**Remark 2.2.** Proposition 1.1 still holds true even if we replace \( \Delta u \) and \( \Delta v \) by \( v_1 \Delta u \) and \( v_2 \Delta v \) for any \( v_1, v_2 > 0 \), respectively, whenever \( z = 0 \) in (P); see [9]. Namely, in the linear diffusion case, (P) does not exhibit diffusion-induced instability in Turing’s sense (see [17]). However, the argument in this section shows that diffusion-induced instability emerges by the presence of density-dependent diffusion.

### 3. Preliminaries and a priori estimates

#### 3.1. Preliminaries

In this section, we will derive some a priori estimates. We first recall the following maximum principle due to Lou and Ni [10] which will be very useful.

**Lemma 3.1.** Suppose that \( g \in C(\overline{\Omega} \times R) \).

(i) If \( w \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) satisfies

\[
\Delta w(x) + g(x, w(x)) \geq 0 \text{ in } \Omega, \quad \frac{\partial w}{\partial n} \leq 0 \text{ on } \partial \Omega,
\]

and \( w(x_0) = \max_{\overline{\Omega}} w \), then \( g(x_0, w(x_0)) \geq 0 \).

(ii) If \( w \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) satisfies

\[
\Delta w(x) + g(x, w(x)) \leq 0 \text{ in } \Omega, \quad \frac{\partial w}{\partial n} \geq 0 \text{ on } \partial \Omega,
\]

and \( w(x_0) = \min_{\overline{\Omega}} w \), then \( g(x_0, w(x_0)) \leq 0 \).
We also need the following Harnack inequality (see Lin, Ni and Takagi [7], and Lou and Ni [11]).

**Lemma 3.2.** Suppose that \( f \in C(\overline{\Omega}) \) with \( \max\{N/2, 1\} < p \leq \infty \) and \( \| f \|_p \leq B \) for some \( B > 0 \). Let \( w \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) be a positive solution of \( \Delta w + f(x)w = 0 \) in \( \Omega \) subject to the homogeneous Neumann boundary condition. Then there exists a positive constant \( C_\# = C_\#(p, N, \Omega, B) \) such that

\[
\max_{\overline{\Omega}} w \leq C_\# \min_{\overline{\Omega}} w.
\]

### 3.2. A priori estimates

In this subsection, we will introduce a semilinear elliptic system (EP), which is equivalent to (SP), and give some a priori estimates for positive solutions of (EP). These a priori estimates will be required for the proof of Theorem 1.2.

We first introduce a new unknown function \( U \) by

\[
U = \left(1 + \frac{\alpha}{\mu + v}\right)u.
\]

Clearly, there exists a one-to-one correspondence between \( (u, v) > 0 \) and \( (U, v) > 0 \). As far as we discuss positive solutions, (SP) is rewritten in the following equivalent form:

\[
\begin{align*}
\text{(EP)}: & \begin{cases} 
\Delta U + \frac{\mu + v}{\mu + v + \alpha} U \left( a - \frac{\mu + v}{\mu + v + \alpha} U + cv \right) = 0 & \text{in } \Omega, \\
\Delta v + v \left( -b + \frac{\mu + v}{\mu + v + \alpha} U - v \right) = 0 & \text{in } \Omega, \\
\frac{\partial U}{\partial n} = \frac{\partial v}{\partial n} = 0 & \text{on } \partial \Omega.
\end{cases}
\end{align*}
\]

Now we can derive the following a priori estimates.

**Lemma 3.3.** Let \( \zeta \) be any fixed positive number. Then there exist two positive constants \( C_*(\zeta) = C_*(\zeta, a, b, c, d, \mu) \) such that, if \( \alpha \leq \zeta \), then any positive solution \( (U, v) \) of (EP) satisfies

\[
a \leq U(x) \leq C^*(\zeta) \quad \text{and} \quad C_*(\zeta) \leq v(x) \leq C^*(\zeta) \quad \text{for all } x \in \overline{\Omega}.
\]

**Proof.** Let \( U(x_0) = \max_{\Omega} U \) and \( v(y_0) = \max_{\Omega} v \) with \( x_0, y_0 \in \overline{\Omega} \). Applying Lemma 3.1 to (EP), we have

\[
\max_{\overline{\Omega}} U \leq \frac{\mu + v(x_0) + \alpha}{\mu + v(x_0)} (a + cv(x_0)).
\]
and

\[
\max_{\overline{\Omega}} v \leq -b + d \frac{\mu + v(y_0)}{\mu + v(y_0) + \alpha} U(y_0) \leq -b + d \max_{\overline{\Omega}} U.
\]

Thus

\[
\max_{\overline{\Omega}} U \leq a + cv(x_0) + \zeta \frac{a + cv(x_0)}{\mu + v(x_0)}
\]

\[
\leq a + c \left( -b + d \max_{\overline{\Omega}} U \right) + \zeta \max \left\{ \frac{a}{\mu}, c \right\}.
\]

Therefore, we see

\[
\max_{\overline{\Omega}} U \leq \frac{a - bc + \zeta \max \{a/\mu, c\}}{1 - cd}.
\]

It follows from (3.2) and (3.3) that

\[
\max_{\overline{\Omega}} v \leq -b + d \frac{(a - bc + \zeta \max \{a/\mu, c\})}{1 - cd} = \frac{ad - b + \zeta d \max \{a/\mu, c\}}{1 - cd}.
\]

Hence we have obtained the desired upper bound of \((U, v)\).

Let \(U(z_0) = \min_{\overline{\Omega}} U\) with some \(z_0 \in \overline{\Omega}\). Using Lemma 3.1 to the first equation of (EP), we get

\[
\min_{\overline{\Omega}} U \geq \frac{\mu + v(z_0) + \alpha}{\mu + v(z_0)} (a + cv(z_0)) \geq a.
\]

Thus we have obtained the desired lower bound of \(U\).

Finally, we derive a lower bound of \(v\) by contradiction. Suppose that there exist a positive constant \(\zeta_0\) and a sequence \(\{U_i, v_i, z_i\}\) such that \(\alpha_i \leq \zeta_0\) for all \(i \in \mathbb{N}\), \(\lim_{i \to \infty} \alpha_i = \alpha_{\infty}\) for some non-negative constant \(\alpha_{\infty}\),

\[
\lim_{i \to \infty} \min_{\overline{\Omega}} v_i = 0
\]

and positive functions \((U_i, v_i)\) satisfy

\[
\begin{align*}
\Delta U_i + \frac{\mu + v_i}{\mu + v_i + \alpha_i} U_i \left( a - \frac{\mu + v_i}{\mu + v_i + \alpha_i} U_i + cv_i \right) &= 0 \quad \text{in } \overline{\Omega}, \\
\Delta v_i + v_i \left( -b + d \frac{\mu + v_i}{\mu + v_i + \alpha_i} U_i - v_i \right) &= 0 \quad \text{in } \overline{\Omega}, \\
\frac{\partial U_i}{\partial n} = \frac{\partial v_i}{\partial n} &= 0 \quad \text{on } \partial \overline{\Omega}.
\end{align*}
\]
By using the regularity theory for elliptic equations (see e.g. [4]) to the second equation of (3.7), it follows from (3.3) and (3.4) that

$$\|v_i\|_{W^{2,1}(\Omega)} \leq C(\zeta_0)$$

with some positive constant $C(\zeta_0) = C(\zeta_0, a, b, c, d, \mu)$ independent of $i$. If $p > N$, then Sobolev’s embedding theorem implies $\{v_i\}_{i=1}^{\infty}$ is compact in $C^1(\overline{\Omega})$. Consequently, there exists a subsequence, which is still denoted by $\{v_i\}_{i=1}^{\infty}$, such that

$$\lim_{i \to \infty} v_i = v_\infty \quad \text{in } C^1(\overline{\Omega})$$

with some non-negative function $v_\infty \in C^1(\overline{\Omega})$. Similarly, there exists a non-negative function $U_\infty \in C^1(\overline{\Omega})$ such that

$$\lim_{i \to \infty} U_i = U_\infty \quad \text{in } C^1(\overline{\Omega}).$$

Therefore, $v_\infty$ satisfies

$$Av_\infty + v_\infty \left(-b + d \frac{\mu + v_\infty}{\mu + v_\infty + \alpha} U_\infty - v_\infty\right) = 0 \quad \text{in } \Omega, \quad \frac{\partial v_\infty}{\partial n} = 0 \quad \text{on } \partial \Omega$$

in the weak sense. By standard elliptic regularity theory we have $v_\infty \in C^2(\overline{\Omega})$ and thus $v_\infty$ is a classical solution of the above equation. Then it follows from (3.6), (3.8) and the strong maximum principle that $v_\infty \equiv 0$ in $\overline{\Omega}$. We can easily see from the above argument that $U_\infty$ satisfies

$$AU_\infty + \frac{\mu}{\mu + \alpha} U_\infty \left(a - \frac{\mu}{\mu + \alpha} U_\infty\right) = 0 \quad \text{in } \Omega, \quad \frac{\partial U_\infty}{\partial n} = 0 \quad \text{on } \partial \Omega$$

in the classical sense. Then by the strong maximum principle and Lemma 3.1, either $U_\infty \equiv a(\mu + \alpha)/\mu$ or $U_\infty \equiv 0$ in $\overline{\Omega}$. Combining (3.5) and (3.9), we can conclude $U_\infty \equiv a(\mu + \alpha)/\mu$ in $\overline{\Omega}$. Hence

$$\lim_{i \to \infty} \left(-b + d \frac{\mu + v_i}{\mu + v_i + \alpha_i} U_i - v_i\right) = ad - b > 0 \quad \text{uniformly in } \Omega$$

by (1.1) and this means

$$v_i \left(-b + d \frac{\mu + v_i}{\mu + v_i + \alpha_i} U_i - v_i\right) > 0 \quad \text{in } \Omega$$

for sufficiently large $i \in N$ because $v_i > 0$ in $\Omega$. On the other hand, from the second equation of (3.7), we have

$$\int_{\Omega} v_i \left(-b + d \frac{\mu + v_i}{\mu + v_i + \alpha_i} U_i - v_i\right) dx = -\int_{\Omega} Av_i dx = -\int_{\partial \Omega} \frac{\partial v_i}{\partial n} d\sigma = 0$$

for all $i \in N$. This is a contradiction; thus our proof is complete. $\square$
3.3. A priori estimates independent of \(a\)

In this subsection, we will give some a priori estimates independent of \(x\) under the restriction \(N \leq 3\). These a priori estimates will play an important role in the proof of Theorem 1.3.

**Lemma 3.4.** Suppose that \(N \leq 3\). Then there exists a positive constant \(C_0 = C_0(a, b, c, d, \mu)\) independent of \(x\) such that any positive solution \((u, v)\) of (SP) satisfies

\[
\|u\|_\infty \leq C_0 \quad \text{and} \quad \|v\|_\infty \leq C_0.
\]

**Proof.** Integrating the second equation of (SP) over \(\Omega\) we see

\[
\int_{\Omega} v^2 \, dx = -b \int_{\Omega} v \, dx + d \int_{\Omega} uv \, dx \leq d\|u\|_2\|v\|_2,
\]

where we have used Schwarz’s inequality. Thus

\[
\|v\|_2 \leq d\|u\|_2.
\] (3.10)

Similarly,

\[
\int_{\Omega} u^2 \, dx = a \int_{\Omega} u \, dx + c \int_{\Omega} uv \, dx \leq a|\Omega|^{1/2}\|u\|_2 + c\|u\|_2\|v\|_2,
\]

where \(|\Omega|\) denotes the measure of \(\Omega\). Then it follows from (3.10) that

\[
\|u\|_2 \leq a|\Omega|^{1/2} + cd\|u\|_2.
\] (3.11)

Combining (3.10) and (3.11), we have

\[
\|u\|_2 \leq \frac{a}{1 - cd}|\Omega|^{1/2} \quad \text{and} \quad \|v\|_2 \leq \frac{ad}{1 - cd}|\Omega|^{1/2},
\] (3.12)

which, in particular, give

\[
\min_{\Omega} u \leq \frac{a}{1 - cd} \quad \text{and} \quad \min_{\Omega} v \leq \frac{ad}{1 - cd}.
\] (3.13)

Making use of (3.12), (3.13) and Lemma 3.2 with \(p = 2\) to the second equation of (SP), we obtain

\[
\max_{\Omega} v \leq C_1 \min_{\Omega} v \leq C_1 \frac{ad}{1 - cd} =: C_2
\] (3.14)

for some positive constant \(C_1 = C_1(a, b, c, d)\) independent of \(x\), where we have used the assumption \(N \leq 3\). Thus we have obtained an upper bound of \(v\).
We next derive an upper bound of $u$. Let $U$ be the function defined by (3.1). By (3.12),
\[
\left\| \frac{\mu + v}{\mu + v + \alpha} \left( a - \frac{\mu + v}{\mu + v + \alpha} U + cv \right) \right\|_2 \leq a + \|u\|_2 + c\|v\|_2 \leq C_3
\]
for some positive constant $C_3 = C_3(a, c, d)$ independent of $\alpha$. Then applying Lemma 3.2 with $p = 2$ to the first equation of (EP), we have
\[
\left( 1 + \frac{\alpha}{\mu + C_2} \right) \max_{\Omega} u \leq \max_{\Omega} U
\]
\[
\leq C_4 \min_{\Omega} U
\]
\[
\leq C_4 \left( 1 + \frac{\alpha}{\mu} \right) \min_{\Omega} u
\]
\[
\leq C_4 \left( 1 + \frac{\alpha}{\mu} \right) \frac{a}{1 - cd}
\]
for some positive constant $C_4 = C_4(a, c, d)$ independent of $\alpha$, where we have used (3.13) and (3.14). Hence we obtain
\[
\max_{\Omega} u \leq \frac{C_4(1 + \alpha \mu^{-1})}{1 + \alpha(\mu + C_2)^{-1}} \cdot \frac{a}{1 - cd} \leq \frac{C_4(\mu + C_2)}{\mu} \cdot \frac{a}{1 - cd}.
\]
Therefore we get the assertion. \qed

4. Proof of Theorem 1.1

In this section, we will prove Theorem 1.1 by using Lemma 3.1. Set
\[
\Gamma_1 := \left\{ (U, v) \in R_+^2 \mid f_1(U, v) := a - \frac{\mu + v}{\mu + v + \alpha} U + cv = 0 \right\},
\]
\[
\Gamma_2 := \left\{ (U, v) \in R_+^2 \mid f_2(U, v) := -b + d \frac{\mu + v}{\mu + v + \alpha} U - v = 0 \right\},
\]
where $R_+^2 := \{ (U, v) \in R^2 \mid U \geq 0, v \geq 0 \}$. Moreover, in view of (3.1), we set
\[
U_\alpha^* = \left( 1 + \frac{\alpha}{\mu + v^*} \right) u^*.
\]
We first show the following lemma.
Lemma 4.1. There exists a positive constant $\varepsilon = \varepsilon(a, b, c, d, \mu)$ such that, if $\varepsilon \leq \varepsilon$, then

$$I := \{(U, v) \in \mathbb{R}_+^2 \mid f_1(U, v) \geq 0, f_2(U, v) \geq 0\} \subset [0, U_*] \times [0, v^*],$$

$$II := \{(U, v) \in \mathbb{R}_+^2 \mid f_1(U, v) \leq 0, f_2(U, v) \leq 0\} \subset [U_*^*, \infty) \times [v^*, \infty).$$

Proof. Set

$$g_1(v) := \frac{(a + cv)(\mu + v + \varepsilon)}{\mu + v}, \quad g_2(v) := \frac{(b + v)(\mu + v + \varepsilon)}{d(\mu + v)}.$$

Then we find $g_1(v^*) = g_2(v^*) = U_*^*$,

$$\Gamma_1 = \{(g_1(v), v) \mid v \geq 0\}, \quad \Gamma_2 = \{(g_2(v), v) \mid v \geq 0\}.$$

By (1.1),

$$g_1(0) = \frac{a(\mu + \varepsilon)}{\mu} \geq \frac{b(\mu + \varepsilon)}{d\mu} = g_2(0),$$

and

$$g_1'(v) = \frac{a - c\mu}{(\mu + v)^2} \varepsilon < \frac{1}{d} - \frac{b - \mu}{d(\mu + v)^2} \varepsilon = g_2'(v)$$

for any $v \geq 0$. So there exists a positive constant $\varepsilon = \varepsilon(a, b, c, d, \mu)$ such that, if $\varepsilon \leq \varepsilon$, then $g_2'(v) > g_1'(v) > 0$ for any $v \geq 0$. Then we can easily obtain the conclusion.

Figure 1 illustrates ideas of the proofs of Lemma 4.1 and Theorem 1.1. We are now in a position to prove Theorem 1.1. Owing to (3.1), it suffices to consider (EP) instead of (SP).

Proof of Theorem 1.1. Suppose that $(U, v)$ is any positive solution of (EP) with $\varepsilon \leq \varepsilon$, where $\varepsilon$ is a constant given in Lemma 4.1. Let $U(x_1) = \max_{\mathcal{Q}} U$, $U(x_2) = \min_{\mathcal{Q}} U$, $v(x_3) = \max_{\mathcal{Q}} v$ and $v(x_4) = \min_{\mathcal{Q}} v$ with $x_i \in \mathcal{Q}$ $(i = 1, 2, 3, 4)$. Then by Lemma 3.1, we have

(4.2) $f_1\left(\max_{\mathcal{Q}} U, v(x_1)\right) \geq 0, \quad f_1\left(\min_{\mathcal{Q}} U, v(x_2)\right) \leq 0,$
and since $f_2(U,v)$ is monotone increasing with respect to $U$ for any fixed $v \geq 0$, we also have

\begin{align}
(4.3) \quad f_2\left(\max_{\overline{\Omega}} U, \max_{\overline{\Omega}} v\right) &\geq f_2\left(U(x_3), \max_{\overline{\Omega}} v\right) \geq 0, \\
 & \quad f_2\left(\min_{\overline{\Omega}} U, \min_{\overline{\Omega}} v\right) \leq f_2\left(U(x_4), \min_{\overline{\Omega}} v\right) \leq 0.
\end{align}

On account of (4.2) and $\max_{\overline{\Omega}} v \geq v(x_1)$, we can easily verify

\begin{align}
(4.4) \quad f_1\left(\max_{\overline{\Omega}} U, \max_{\overline{\Omega}} v\right) &\geq 0. \\
Similarly, \quad f_1\left(\min_{\overline{\Omega}} U, \min_{\overline{\Omega}} v\right) &\leq 0.
\end{align}

Combining (4.3), (4.4) and Lemma 4.1, we have

\begin{align}
\left(\max_{\overline{\Omega}} U, \max_{\overline{\Omega}} v\right) &\in [0, U^*_x] \times [0, v^*].
\end{align}

Similarly,

\begin{align}
\left(\min_{\overline{\Omega}} U, \min_{\overline{\Omega}} v\right) &\in [U^*_x, \infty) \times [v^*, \infty).
\end{align}

Therefore, $U \equiv U^*_x$ and $v \equiv v^*$ in $\overline{\Omega}$. This completes the proof. \qed
5. Proof of Theorem 1.2

In this section, we will prove Theorem 1.2 by using a priori estimates (Lemma 3.3) and Leray-Schauder degree theory (see e.g. [12]). Owing to (3.1), it is sufficient to show the existence of positive non-constant solutions of (EP). Set \( X = C(\overline{\Omega}) \times C(\overline{\Omega}) \). For each \( a \geq 0 \), define an operator \( F_a \) by

\[
F_a \begin{pmatrix} U \\ v \end{pmatrix} = \begin{pmatrix} (-A + I)^{-1} \left[ U + (\mu + v)(\mu + v + \alpha)^{-1} U + cv \right] \\ (-A + I)^{-1} \left[ v + v(-b + d(\mu + v)(\mu + v + \alpha)^{-1} U - v) \right] \end{pmatrix},
\]

where \( I \) is the identity map from \( C(\overline{\Omega}) \) into itself, and \( (-A + I)^{-1} \) is the inverse operator of \( -A + I \) subject to the homogeneous Neumann boundary condition on \( \partial \Omega \). It is easy to see that \( F_a : X \to X \) is well-defined, and that by elliptic regularity theory and Sobolev’s embedding theorem, \( F_a \) is a continuous and compact operator for each \( a \geq 0 \). From these observations, one can define the Leray-Schauder degree of \( I/F_0 \) at \( 0 \) in a suitable open set. Furthermore, \( (U, v) \) is a positive solution of \( (I - F_a)(U, v) = 0 \) if and only if \( (U, v) \) is a positive solution of (EP).

Note that \( (u^*, v^*) \) is a zero point of \( I - F_0 \). We first calculate the index of \( I - F_0 \) at \( (u^*, v^*) \), denoted by \( \text{index}(I - F_0, (u^*, v^*)) \).

**Lemma 5.1.** It holds that \( \text{index}(I - F_0, (u^*, v^*)) = 1 \).

**Proof.** From (5.1), \( F_0 \) is given by

\[
F_0 \begin{pmatrix} U \\ v \end{pmatrix} = \begin{pmatrix} (-A + I)^{-1} \left[ U + U(a - U + cv) \right] \\ (-A + I)^{-1} \left[ v + v(-b + dU - v) \right] \end{pmatrix}.
\]

Some elementary calculations show

\[
DF_0(u^*, v^*) \begin{pmatrix} h \\ k \end{pmatrix} = \begin{pmatrix} (-A + I)^{-1} [(1 - u^*)h + cu^* k] \\ (-A + I)^{-1} [dv^* h + (1 - v^*) k] \end{pmatrix},
\]

where \( DF_0(u^*, v^*) \) denotes the Fréchet derivative of \( F_0 \) at \( (u^*, v^*) \). Since \( (u^*, v^*) \) is a unique positive solution of (SP) with \( a = 0 \), \( (u^*, v^*) \) is an isolated zero point of \( I - F_0 \). Thus by the standard Leray-Schauder degree theory,

\[
\text{index}(I - F_0, (u^*, v^*)) = (-1)^\sigma,
\]

where \( \sigma \) is the number of negative eigenvalues of \( I - DF_0(u^*, v^*) \) (counting algebraic multiplicity). Note that \( \eta \) is an eigenvalue of \( I - DF_0(u^*, v^*) \) if and
only if there exists some \((h, k) \neq (0, 0)\) such that \((I - DF_0(u^*, v^*)) (h, k) = \eta(h, k)\), i.e.,

\[
\begin{aligned}
-(1 - \eta)Ah + (-\eta + u^*)h - cu^*k = 0 & \quad \text{in } \Omega, \\
-(1 - \eta)Ak + (-\eta + v^*)k - dv^*h = 0 & \quad \text{in } \Omega, \\
\frac{\partial h}{\partial n} = \frac{\partial k}{\partial n} = 0 & \quad \text{on } \partial \Omega.
\end{aligned}
\]

Set

\[
M_i(\eta) = \begin{pmatrix}
(1 - \eta)\lambda_i - \eta + u^* & -cu^* \\
-dv^* & (1 - \eta)\lambda_i - \eta + v^*
\end{pmatrix},
\]

where \(\lambda_i\) is an eigenvalue of \(-A\) defined in Section 1. Observe that \(\eta\) is an eigenvalue of \(I - DF_0(u^*, v^*)\) if and only if \(\det M_i(\eta) = 0\) for some \(i \geq 0\). We find from (1.1) that

\[
\det M_i(\eta) = \{(1 - \eta)\lambda_i - \eta + u^*\}(1 - \eta)\lambda_i - \eta + v^* - c du^*v^*
\]

\[
= \{(1 - \eta)\lambda_i - \eta\}^2 + \{(1 - \eta)\lambda_i - \eta\}(u^* + v^*) + (1 - cd)u^*v^*
\]

\[
> 0
\]

for all \(\eta < 0\) and all \(i \geq 0\). This fact implies that \(I - DF_0(u^*, v^*)\) has no negative eigenvalue. Therefore, \(\sigma = 0\) and \(\text{index}(I - F_0, (u^*, v^*)) = 1\). \(\square\)

Note that \((U^*_x, v^*)\) is a zero point of \(I - F_2\), where \(U^*_x\) is a constant defined by (4.1). We next calculate \(\text{index}(I - F_2, (U^*_x, v^*))\) for sufficiently large \(x\). Setting

\[
\gamma^* := \frac{v^*(b - \mu)}{\mu + v^*} = v^* \left(\frac{du^*}{\mu + v^*} - 1\right),
\]

we have the following lemma.

**Lemma 5.2.** Suppose that

\[
(5.2) \quad \gamma^* \in (\lambda_l, \lambda_{l+1})
\]

for some \(l \geq 1\). There exists a positive constant \(\alpha^* = \alpha^*(a, b, c, d, \mu)\) such that if \(\alpha > \alpha^*\), then

\[
\text{index}(I - F_2, (U^*_x, v^*)) = (-1)^{\sum_{i=1}^{l} m_i},
\]

where \(m_i\) denotes the algebraic multiplicity of \(\lambda_i\) defined in Section 1.
Proof. We differentiate (5.1) to obtain

$$DF_z(U^*_x, v^*) \begin{pmatrix} h \\ k \end{pmatrix}$$

$$= \begin{pmatrix}
(-A + I)^{-1} \left\{ \left[ 1 - u^*(\mu + v^*)\right] (\mu + v^*)^{-1} \right\} h 
+ u^* \left\{ -zu^*(\mu + v^*) \right\} (\mu + v^*)^{-1} + c \right\} k \\
(-A + I)^{-1} \left\{ dv^*(\mu + v^*) \right\} (\mu + v^*)^{-1} h 
+ \{ 1 + v^* \left\{ z \right. du^*(\mu + v^*) \right\} (\mu + v^*)^{-1} - 1 \right\} k
\end{pmatrix}.$$}

If \((U^*_x, v^*)\) is an isolated zero point of \(I - F_z\), then

$$\text{index}(I - F_z, (U^*_x, v^*)) = (-1)^\sigma,$$

where \(\sigma\) is the number of negative eigenvalues of \(I - DF_z(U^*_x, v^*)\) (counting algebraic multiplicity). By the same argument as the proof of Lemma 5.1, \(\eta\) is an eigenvalue of \(I - DF_z(U^*_x, v^*)\) if and only if \(\det N^z_\eta = 0\) for some \(i \geq 0\), where

\[
N^z_\eta = \begin{pmatrix}
(1 - \eta)\lambda_i - \eta + u^*(\mu + v^*) & u^* \{ zu^*(\mu + v^*) \} - (\mu + v^*)^{-1} - c \\
\times (\mu + v^*)^{-1} & -dv^*(\mu + v^*) \right\} (\mu + v^*)^{-1} \left\{ 1 - \eta \right\} \lambda_i - \eta - v^* \left\{ z \right. du^*(\mu + v^*) \right\} (\mu + v^*)^{-1} \\
\times (\mu + v^*)^{-1} - 1
\end{pmatrix}.
\]

Moreover,

$$\sigma = \sum_{i \geq 0} \sum_{\eta_i \in A_i} \xi_{\eta_i},$$

where \(A_i\) is the set of negative roots of \(\det N^z_\eta = 0\), \(\xi_{\eta_i} = \eta_i^* m_i\) and \(\eta_i^*\) is the multiplicity of \(\eta_i\) as a root of \(\det N^z_\eta = 0\). We remark that for any fixed \(\alpha\) and \(i\), \(\det N^z_\eta\) forms a quadratic function with respect to \(\eta\) expressed by

\[
\eta \in (-1, 1), \quad \det N^z_\eta = \left\{ -(1 + \lambda_i)\eta + \lambda_i + \frac{u^*(\mu + v^*)}{\mu + v^* + \alpha} \right\} \\
\times \left\{ -(1 + \lambda_i)\eta + \lambda_i - v^* \left\{ \frac{z du^*}{(\mu + v^* + \alpha)(\mu + v^*) - 1} \right\} \\
+ \frac{du^* v^*}{\mu + v^* + \alpha} \left\{ \frac{zu^*}{(\mu + v^* + \alpha)(\mu + v^*) - c} \right\}.
\]
Furthermore, \( \det N^*_i(\eta) \) approaches a limiting quadratic function as \( \alpha \to \infty \):

\[
(5.4) \quad \lim_{\alpha \to \infty} \det N^*_i(\eta) = \{(1 + \lambda_i)\eta - \lambda_i\} \{(1 + \lambda_i)\eta - (\lambda_i - \gamma^*)\}.
\]

We will divide the derivation of \( \sigma \) into three cases for \( i: i = 0, 1 \leq i \leq l, \) and \( i \geq l + 1 \).

**Case 1.** \( i = 0. \) Since \( \lambda_0 = 0, (5.3) \) and (5.4) yield

\[
\det N^*_0(0) = \frac{(1 - cd)(\mu + v^*)u^*v^*}{\mu + v^* + \alpha} > 0
\]

for all \( \alpha > 0 \) by (1.1) and

\[
\lim_{\alpha \to \infty} \det N^*_0(\eta) = \eta(\eta + \gamma^*).
\]

Since \( \gamma^* > 0 \) by (5.2), there exists a positive constant \( \alpha_0 = \alpha_0(a, b, c, d, \mu) \) such that, if \( \alpha > \alpha_0 \), then the equation \( \det N^*_0(\eta) = 0 \) has exactly two negative roots.

**Case 2.** \( 1 \leq i \leq l. \) By (5.2), \( \lambda_i - \gamma^* < 0 \) for all \( i \in \{1, 2, \ldots, l\} \). So it follows from (5.4) that for each \( i \in \{1, 2, \ldots, l\} \), there exists a positive constant \( \alpha_i = \alpha_i(a, b, c, d, \mu) \) such that, if \( \alpha > \alpha_i \), then the equation \( \det N^*_i(\eta) = 0 \) has one positive root and one negative root.

**Case 3.** \( i \geq l + 1. \) We see from (5.2) that

\[
\lim_{\alpha \to \infty} \left[ \lambda_i - \gamma^* \left\{ \frac{\alpha du^*}{(\mu + v^* + \alpha)(\mu + v^*)} - 1 \right\} \right] = \lambda_i - \gamma^* \left\{ \frac{du^*}{\mu + v^*} - 1 \right\} = \lambda_i - \gamma^* > 0
\]

and that

\[
\lambda_i - \gamma^* \left\{ \frac{\alpha du^*}{(\mu + v^* + \alpha)(\mu + v^*)} - 1 \right\} = \lambda_i - \gamma^* \left\{ \frac{du^*}{((\mu + v^*)\alpha^{-1} + 1)(\mu + v^*)} - 1 \right\}
\]

is monotone decreasing with respect to \( \alpha > 0 \). Hence in (5.3),

\[
\lambda_i - \gamma^* \left\{ \frac{\alpha du^*}{(\mu + v^* + \alpha)(\mu + v^*)} - 1 \right\} > 0
\]

for all \( \alpha > 0 \) and all \( i \geq l + 1 \). Consequently, we obtain

\[
\det N^*_i(\eta) \geq \det N^*_i(0)
\]

for all \( \alpha > 0 \), all \( i \geq l + 1 \) and all \( \eta < 0 \), and

\[
\lim_{\alpha \to \infty} \det N^*_i(0) = \lambda_i(\lambda_i - \gamma^*) > 0.
\]
Therefore, there exists a positive constant \( \varepsilon_{l+1} = \varepsilon_{l+1}(a, b, c, d, \mu) \) such that, if \( \varepsilon > \varepsilon_{l+1} \), then the equation \( \det N_s^2(\eta) = 0 \) has no negative root for any \( i \geq l + 1 \).

Define \( \varepsilon^* := \max_{0 \leq i \leq l+1} \varepsilon_i \). Combining the results in cases 1–3, we see that, if \( \varepsilon > \varepsilon^* \), then 0 is not an eigenvalue of \( I - DF_2(U^*_x, v^*) \). This implies that \( I - DF_2(U^*_x, v^*) \) is a homeomorphism from \( X \) into itself and hence \( (U^*_x, v^*) \) is an isolated zero point of \( I - F_2 \). Therefore combining the results in cases 1–3 again, we have \( \sigma = 2m_0 + \sum_{i=1}^l m_i \). Thus

\[
(-1)^{\sigma} = (-1)^{2m_0 + \sum_{i=1}^l m_i} = (-1)^{\sum_{i=1}^l m_i},
\]

which completes the proof.

By virtue of Lemmas 5.1 and 5.2, we are ready to prove Theorem 1.2. In the proof of Theorem 1.2, we represent (EP) as (EP)_x to indicate the dependence on \( x \).

**Proof of Theorem 1.2.** Fix any \( \varepsilon > \varepsilon^* \), where \( \varepsilon^* \) is a constant given in Lemma 5.2. It follows from Lemma 3.3 that there exist two positive constants \( C_s(\varepsilon) = C_s(\varepsilon, a, b, c, d, \mu) < C^*(\varepsilon) = C^*(\varepsilon, a, b, c, d, \mu) \) such that

\[
a \leq U(x) \leq C^*(\varepsilon) \quad \text{and} \quad C_s(\varepsilon) \leq v(x) \leq C^*(\varepsilon) \quad \text{for all} \ x \in \mathcal{O}.
\]

We define

\[
S = \left\{(U, v) \in X \left| \frac{a}{2} \leq U \leq 2C^*(\varepsilon), \frac{C_s(\varepsilon)}{2} \leq v \leq 2C^*(\varepsilon) \text{ in } \mathcal{O} \right. \right\};
\]

so that \( I - F_2 \) has no zero point on the boundary of \( S \) for any \( v \in [0, \varepsilon] \). Note that \( I - F_0 \) has a unique zero point \((u^*, v^*)\) in \( S \). On account of the homotopy invariance of the Leray-Schauder degree and Lemma 5.1, we have

\[
\text{deg}(I - F_2, S, 0) = \text{deg}(I - F_0, S, 0) = \text{index}(I - F_0, (u^*, v^*)) = 1.
\]

Suppose that (EP)_x has no positive non-constant solution, i.e. \( I - F_2 \) has a unique zero point \((U^*_x, v^*)\) in \( S \). Then from the assumption \( \sum_{i=1}^l m_i \) being odd and Lemma 5.2, it follows that

\[
\text{deg}(I - F_2, S, 0) = \text{index}(I - F_2, (U^*_x, v^*)) = (-1)^{\sum_{i=1}^l m_i} = -1,
\]

which contradicts (5.5). Thus we complete the proof.

\[\square\]

6. **Proof of Theorem 1.3**

In this section, we will prove Theorem 1.3 by using a priori estimates (Lemma 3.4).
Proof of Theorem 1.3. Let \( \{(u_i, v_i, x_i)\}_{i=1}^{\infty} \) be any sequence satisfying the conditions in Theorem 1.3. Set
\[
\psi_i = \left( \frac{1}{x_i} + \frac{1}{\mu + v_i} \right) u_i.
\]
Note that positive functions \((\psi_i, v_i)\) satisfy
\[
\begin{align*}
\Delta \psi_i + \frac{u_i(a - u_i + c v_i)}{x_i} &= 0 \quad \text{in } \Omega, \\
\Delta v_i + v_i(-b + d u_i - v_i) &= 0 \quad \text{in } \Omega, \\
\frac{\partial \psi_i}{\partial n} = \frac{\partial v_i}{\partial n} &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
and that \( \{\psi_i\}_{i=1}^{\infty} \) is bounded independently of \( i \) by Lemma 3.4. Then by the same compactness argument as the proof of (3.8), there exists a subsequence, which is still denoted by \( \{\psi_i\}_{i=1}^{\infty} \), such that
\[
\lim_{i \to \infty} \psi_i = \tau \quad \text{in } C^1(\overline{\Omega})
\]
for a non-negative function \( \tau \in C^1(\overline{\Omega}) \). Similarly, we see
\[
\lim_{i \to \infty} v_i = \bar{v} \quad \text{in } C^1(\overline{\Omega})
\]
for a non-negative function \( \bar{v} \in C^1(\overline{\Omega}) \). Therefore, we obtain
\[
\lim_{i \to \infty} u_i = \lim_{i \to \infty} \frac{\psi_i}{1/x_i + 1/(\mu + v_i)} = \tau (\mu + \bar{v}) \quad \text{in } C^1(\overline{\Omega}).
\]

We will show that \( \tau \) is a positive constant. Observe that \( \tau \) satisfies
\[
\Delta \tau = 0 \quad \text{in } \Omega, \quad \frac{\partial \tau}{\partial n} = 0 \quad \text{on } \partial \Omega
\]
in the weak sense. A standard elliptic regularity theory ensures \( \tau \in C^2(\overline{\Omega}) \); so that \( \tau \) must be a non-negative constant. Let \( v_i(x_i) = \max_{\overline{\Omega}} v_i \) with some \( x_i \in \overline{\Omega} \). It follows from Lemma 3.1 that
\[
u_i(x_i) \geq \frac{b + v_i(x_i)}{d} > \frac{b}{d} \quad (> 0)
\]
for all \( i \in N \). This fact, together with (6.2), yields \( \tau > 0 \).

We next prove that \( \bar{v} > 0 \) in \( \overline{\Omega} \) and that \((\tau, \bar{v})\) satisfies (1.2). Note that \( \bar{v} \) satisfies
\[
\Delta \bar{v} + \bar{v}\{ -b + d \tau \mu + (d \tau - 1) \bar{v} \} = 0 \quad \text{in } \Omega, \quad \frac{\partial \bar{v}}{\partial n} = 0 \quad \text{on } \partial \Omega.
\]
in the weak sense. In the standard manner, one can see that \( \bar{v} \in C^2(\overline{\Omega}) \) and \( \bar{v} \) is a classical nonnegative solution of (6.3). It follows from the strong maximum principle that either \( \bar{v} \equiv 0 \) or \( \bar{v} > 0 \) in \( \overline{\Omega} \). We show \( \bar{v} > 0 \) in \( \overline{\Omega} \) by contradiction. Suppose that \( \bar{v} \equiv 0 \) in \( \Omega \). Then it follows from (6.1) and (6.2) that
\[
\lim_{i \to \infty} (a - u_i + cv_i) = a - \tau \mu \quad \text{and} \quad \lim_{i \to \infty} (-b + du_i - v_i) = -b + d\tau \mu
\]
uniformly in \( \Omega \). On the other hand,
\[
\int_{\Omega} u_i(a - u_i + cv_i)dx = \int_{\Omega} v_i(-b + du_i - v_i)dx = 0
\]
for all \( i \in \mathbb{N} \). Consequently, \( a - \tau \mu = -b + d\tau \mu = 0 \) because of \( u_i > 0 \) and \( v_i > 0 \) in \( \Omega \) and thus \( ad - b = 0 \). This contradicts (1.1). Therefore \( \bar{v} > 0 \) in \( \overline{\Omega} \). By (6.1), (6.2) and (6.4), it is clear that
\[
\int_{\Omega} (\mu + \bar{v})\{a - \tau \mu + (c - \tau)v\}dx = \int_{\Omega} (\mu + \bar{v})\{a - \tau(\mu + \bar{v}) + cv\}dx = 0.
\]
Hence it only remains to show \( 1 < d\tau < b/\mu \). By the assumption of Theorem 1.3,
\[
-b + d\tau \mu < -\mu + d\tau \mu = \mu(d\tau - 1).
\]
It thus follows from Lemma 3.1 and (6.3) that if \( d\tau - 1 \leq 0 \), then \( \max_{\overline{\Omega}} \bar{v} \leq 0 \) and this contradicts \( \bar{v} > 0 \) in \( \overline{\Omega} \). Therefore, \( d\tau > 1 \). Using Lemma 3.1 and \( \bar{v} > 0 \) in \( \overline{\Omega} \) again, we obtain \( d\tau < b/\mu \). Hence we complete the proof.
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