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Abstract. In this paper, we study the asymptotic behavior of solutions of the first order delay differential equations of unstable type. A new sufficient condition is given under which every oscillatory solution of the delay equation of unstable type tends to zero asymptotically.
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1. Introduction

We consider the following first order delay differential equation of unstable type

\[ x'(t) = q(t)x(\sigma(t)), \quad t \geq t_0, \]

where \( q : [t_0, \infty) \to [0, \infty) \) is a piecewise continuous function, \( \sigma : [t_0, \infty) \to (-\infty, \infty) \) is a continuous, monotone increasing function such that \( \sigma(t) \leq t \) and \( \sigma(t) \to \infty \) as \( t \to \infty \).

The purpose of this paper is to give a new sufficient condition under which every oscillatory solution of (1.1) tends to zero as \( t \to \infty \). In this paper, a solution of (1.1) is called oscillatory if it has arbitrarily large zeros.

In [2], Győri studied a general delay differential equation of unstable type which includes (1.1) as a special case and obtained a sufficient condition

\[ \limsup_{t \to \infty} \int_{\sigma(t)}^{t} q(s) ds < 2, \]

when \( \tau(t) = t - \sigma(t) \) is bounded, under which every oscillatory solution of (1.1) tends to zero as \( t \to \infty \). Moreover, for a special case of (1.1),

\[ x'(t) = qx(t - \tau), \quad t \geq t_0, \]

where \( q \) and \( \tau \) are positive constants, Győri ([2, Theorem 4.2]) proved that \( q\tau(= \int_{-\tau}^{t} q \, ds) < 3\pi/2 \) is a necessary and sufficient condition for every oscillatory solution of (1.3) to tend to zero as \( t \to \infty \).
Recently, Philos et al. [8] studied certain delay differential equations of unstable type and derived (1.2) as a consequence of general results. As they pointed out, the gap between the bound 2 in (1.2) and the bound $3\pi/2$ still remains.

The main purpose of the present paper is to narrow this gap by showing that the bound 2 can be improved to $5/2$. In fact, we will show (Corollary 2 in section 2) that

$$
\limsup_{t \to \infty} \int_{\sigma(t)}^{t} q(s)ds < \frac{5}{2}
$$

is a sufficient condition for every oscillatory solution of (1.1) to tend to zero as $t \to \infty$ even when $\tau(t) = t - \sigma(t)$ may be unbounded.

In section 3, we will study the following equation:

$$
x'(t) = q(t)x(\sigma(t)) + f(t), \quad t \geq t_0,
$$

where $f(t)$ is a continuous function of certain type, and it will be shown that (1.4) is a sufficient condition for every oscillatory solution of (1.5) to tend to zero as $t \to \infty$. For a special case of (1.5),

$$
x'(t) = qx(t - \tau) + ke^{-\lambda t}, \quad t \geq t_0,
$$

where $k$ is a constant, $q$, $\tau$ and $\lambda$ are positive constants, we will prove that $q\tau < 3\pi/2$ is a necessary and sufficient condition for every oscillatory solution of (1.6) to tend to zero as $t \to \infty$.

In section 4, we will give a simple example which shows that

$$
\limsup_{t \to \infty} \int_{\sigma(t)}^{t} q(s)ds < \frac{15}{4}
$$

is a necessary condition for every oscillatory solution of (1.1) to tend to zero as $t \to \infty$.

Concerning the asymptotic behavior of solutions of delay differential equations, we refer to [1, 3–6]. We also refer to [7, 9, 10]; the methods used in these papers will be useful to prove our Theorem 1.

Throughout this paper we use the notation $\sigma^2(t) = \sigma(\sigma(t))$, $\sigma^3(t) = \sigma(\sigma^2(t))$ and $\sigma^{-2}(t) = \sigma^{-1}(\sigma^{-1}(t))$, where $\sigma^{-1}$ is the inverse function of $\sigma$. And we also use

$$
Q(T) := \sup_{t \geq T} \int_{\sigma(t)}^{t} q(s)ds
$$
for $T \geq \sigma^{-1}(t_0)$ and
\[
Q_\infty := \lim_{T \to \infty} Q(T) = \lim_{t \to \infty} \sup_{T} \int_{\sigma(t)}^{t} q(s)ds.
\]

2. Main results

**Lemma 1.** Let $x(t)$ be a solution of (1.1) and let $\sigma^{-1}(t_0) < t_1 < t_2$. If $x(t) \neq 0$ for $t \in (t_1, t_2)$ and $x(t_2) = 0$, then $t_1 \geq \sigma(t_2)$.

**Proof.** Assume that the conclusion is not true, that is, $t_1 < \sigma(t_2)$. Without loss of generality, we may assume $x(t) > 0$ for $t \in (t_1, t_2)$. There exists an $\omega$ satisfying $t_1 < \sigma(\omega) \leq \omega < t_2$. Then $x'(t) = q(t)x(\sigma(t)) \geq 0$ for $t \in [\omega, t_2]$, which implies $x(t_2) \geq x(\omega) > 0$. This is a contradiction. The proof is complete.

**Lemma 2.** Given $\delta > 0$, there exists a continuous increasing function $h : [t_0, \infty) \to [0, \infty)$ such that
\[
(2.1) \quad h(t) - h(\sigma(t)) \leq \delta, \quad t \geq \sigma^{-1}(t_0).
\]

**Proof.** Choose a sequence $\{T_n\}_{n=0,1,2,...}$ such that $T_0 = t_0$ and for $n = 0, 1, 2, \ldots$,
\[
\begin{align*}
    T_{n+1} &= T_n + 1 \quad \text{if} \ \sigma^{-1}(T_n) - T_n < 1 \\
    T_{n+1} &= \sigma^{-1}(T_n) \quad \text{if} \ \sigma^{-1}(T_n) - T_n \geq 1.
\end{align*}
\]
Then $T_n \leq \sigma(T_{n+1})$, $T_{n+1} - T_n \geq 1$ for all $n$ and $\lim_{n \to \infty} T_n = \infty$. Let us define
\[
h(t) = \delta \left( \frac{t - T_n}{T_{n+1} - T_n} + n \right)
\]
for $n = 0, 1, 2, \ldots$. We see that $h(T_n) = n\delta/2$ for all $n$ and $h(t)$ is a continuous increasing function on $[t_0, \infty)$. For $t \in [T_n, T_{n+1})$, $n = 1, 2, 3, \ldots$,
\[
h(t) < h(T_{n+1}) \quad \text{and} \quad h(\sigma(t)) \geq h(\sigma(T_n)) \geq h(T_{n-1}),
\]
which implies
\[
h(t) - h(\sigma(t)) \leq h(T_{n+1}) - h(T_{n-1}) = \delta.
\]
Therefore (2.1) holds for $t \geq T_1$. When $\sigma^{-1}(t_0) < T_1$, it follows that $h(t) - h(\sigma(t)) \leq \delta$ for $t \in [\sigma^{-1}(t_0), T_1)$, which means that (2.1) holds. Hence the proof is complete.

**Theorem 1.** Let $h : [t_0, \infty) \to [0, \infty)$ be a continuous increasing function satisfying (2.1) for some $\delta > 0$. If $Q(T) \leq 5/2$ for some $T \geq \sigma^{-1}(t_0)$, then
for any oscillatory solution \( x(t) \) of (1.1), there exists a \( K = K(\beta, h, x) > 0 \) such that

\[
|x(t)| < Ke^{-\beta t}, \quad t \geq t_0,
\]

where

\[
\beta = \frac{2}{3d} \log \frac{2}{Q(T)} \quad \text{if} \quad Q(T) < 1
\]

\[
\beta = \frac{1}{3d} \log \frac{4}{2Q(T) - 1} \quad \text{if} \quad 1 \leq Q(T) \leq \frac{5}{2}.
\]

Proof. Since \( x(t) \) is an oscillatory solution of (1.1), there exists a sufficiently large number \( w_0 > \sigma^{-2}(T) \) such that \( x(w_0) = 0 \). We will show that (2.2) holds for a positive constant \( K \) such that

\[
K > \max_{t_0 \leq t \leq w_0} e^{\beta t} |x(t)|.
\]

Assume that (2.2) does not hold. Then there exists a \( \xi > w_0 \) such that

\[
|x(t)| < Ke^{-\beta t} \quad \text{for} \quad t \in [t_0, \xi) \quad \text{and} \quad |x(\xi)| = Ke^{-\beta \xi}.
\]

Since \( x(t) \) is oscillatory and \( \xi > w_0 \), we can define two real numbers \( t_1 \) and \( t_2 \) by

\[
t_1 = \sup \{ t : t < \xi, x(t) = 0 \},
\]

and

\[
t_2 = \inf \{ t : t > \xi, x(t) = 0 \}.
\]

We see that \( x(t_1) = x(t_2) = 0, \) \( w_0 \leq t_1 < \xi < t_2 \) and \( x(t) \neq 0 \) for \( t \in (t_1, t_2) \). Lemma 1 leads to \( t_1 \geq \sigma(t_2) \). Since \( \sigma(u) \) is monotone increasing, \( t_1 \geq \sigma(u) \) for \( u \in [t_1, t_2] \). Then

\[
|x(\sigma(u))| = |x(t_1) - x(\sigma(u))|
\]

\[
= \left| \int_{\sigma(u)}^{t_1} x'(s)ds \right|
\]

\[
= \left| \int_{\sigma(u)}^{t_1} q(s)x(\sigma(s))ds \right|,
\]

which implies that for \( u \in [t_1, t_2] \),

\[
|x(\sigma(u))| \leq \int_{\sigma(u)}^{t_1} q(s)|x(\sigma(s))|ds.
\]
Moreover,
\[ |x(\xi)| = |x(\xi) - x(t_1)| = \left| \int_{t_1}^{\xi} x'(u) du \right| \]
\[ = \left| \int_{t_1}^{\xi} q(u)x(\sigma(u)) du \right| \]
\[ \leq \int_{t_1}^{\xi} q(u)|x(\sigma(u))| du, \]
and
\[ |x(\xi)| = |x(t_2) - x(\xi)| = \left| \int_{\xi}^{t_2} x'(u) du \right| \]
\[ \leq \int_{\xi}^{t_2} q(u)|x(\sigma(u))| du. \]

Thus, we obtain
\begin{equation}
|\xi(t)| \leq \frac{1}{2} \int_{t_1}^{t_2} q(u)|x(\sigma(u))| du.
\end{equation}

Here we consider two cases.

Case 1: \( Q(T) < 1 \). We note \( \beta > 0 \). By (2.5) and (2.6),
\begin{equation}
|\xi(t)| \leq \frac{1}{2} \int_{t_1}^{t_2} q(u) \int_{\sigma(u)}^{\xi} q(s)|x(\sigma(s))| ds du.
\end{equation}

Since \( |\xi(t)| > 0 \),
\begin{equation}
\int_{t_1}^{t_2} q(u) \int_{\sigma(u)}^{\xi} q(s) ds du > 0.
\end{equation}

By (2.4), we see that \( |x(\sigma(s))| < Ke^{-\beta h(s)} \) for \( s \in [\sigma^{-1}(t_0), t_1] \). Then, by (2.7) and (2.8),
\[ |\xi(t)| < \frac{K}{2} \int_{t_1}^{t_2} q(u) e^{-\beta h(s)} \int_{\sigma(u)}^{\xi} q(s) ds du. \]

Since \( h(t) \) is increasing and \( \beta > 0 \),
\[ |\xi(t)| < \frac{K}{2} \int_{t_1}^{t_2} q(u) e^{-\beta h(\sigma(s))} \int_{\sigma(u)}^{\xi} q(s) ds du \]
\[ \leq \frac{K}{2} e^{-\beta h(\sigma(t_1))} \int_{t_1}^{t_2} q(u) \int_{\sigma(u)}^{\xi} q(s) ds du. \]
Then

\[ |x(\xi)| < \frac{K}{2} e^{-\beta h(\sigma^2(t_1))} \left\{ \int_{t_1}^{t_2} q(u) \int_u^{\sigma(u)} q(s) ds du + \int_{t_1}^{t_2} q(u) \int_u^{t_1} q(s) ds du \right\}. \]

Since

\[ \int_{t_1}^{t_2} q(u) \int_u^{t_1} q(s) ds du = -\frac{1}{2} \left( \int_{t_1}^{t_2} q(u) du \right)^2, \]

\[ |x(\xi)| < \frac{K}{2} e^{-\beta h(\sigma^2(t_1))} \left\{ Q(T) \int_{t_1}^{t_2} q(u) du - \frac{1}{2} \left( \int_{t_1}^{t_2} q(u) du \right)^2 \right\}. \]

(2.9)

The right side of (2.9) is a quadratic function of \( \int_{t_1}^{t_2} q(u) du \) and \( 0 < \int_{t_1}^{t_2} q(u) du \leq \int_{\sigma(t_2)}^{t_2} q(u) du \leq Q(T) \). Then

\[ |x(\xi)| < \frac{K}{2} e^{-\beta h(\sigma^2(t_1))} \left( Q^2(T) - \frac{1}{2} Q^2(T) \right) \]

\[ \leq \frac{Q^2(T)K}{4} e^{-\beta h(\sigma^2(\xi))} \]

\[ \leq \frac{Q^2(T)K}{4} e^{\beta(h(\xi) - h(\sigma^3(\xi)))} e^{-\beta h(\xi)}. \]

By (2.1),

\[ |x(\xi)| < \frac{Q^2(T)}{4} e^{3\beta h(Ke^{-\beta h(\xi)})}. \]

Thus, (2.3) implies \( |x(\xi)| < Ke^{-\beta h(\xi)} \). Then we have a contradiction to the assumption that \( |x(\xi)| = Ke^{-\beta h(\xi)} \).

Case 2: \( 1 \leq Q(T) \leq 5/2 \). We note \( \beta \geq 0 \). There are two possibilities.

Case 2.1: \( 1 \leq \int_{t_1}^{t_2} q(t) dt \leq 5/2 \). There exists an \( \eta \) such that \( t_1 \leq \eta < t_2 \) and \( \int_{\eta}^{t_2} q(t) dt = 1 \). By (2.5) and (2.6), we have

\[ |x(\xi)| \leq \frac{1}{2} \int_{t_1}^{t_2} q(u)|x(\sigma(u))| du \]

\[ \leq \frac{1}{2} \int_{t_1}^{\eta} q(u)|x(\sigma(u))| du + \frac{1}{2} \int_{\eta}^{t_2} q(u)|x(\sigma(u))| du \]

\[ \leq \frac{1}{2} \int_{t_1}^{\eta} q(u)|x(\sigma(u))| du + \frac{1}{2} \int_{\eta}^{t_2} q(u) \int_{\sigma(u)}^{t_1} q(s)|x(\sigma(s))| ds du \]
\[
\begin{align*}
&= \frac{1}{2} \int_{t_1}^{\eta} q(u)|x(\sigma(u))|du \\
&\quad + \frac{1}{2} \int_{\eta}^{t_2} q(u) \left\{ \int_{\sigma(u)}^{\eta} q(s)|x(\sigma(s))|ds + \int_{\eta}^{t_1} q(s)|x(\sigma(s))|ds \right\} du.
\end{align*}
\]
By \( \int_{\eta}^{t_2} q(t)dt = 1 \),
\[
\int_{t_1}^{\eta} q(u)|x(\sigma(u))|du = -\int_{\eta}^{t_2} q(u) \int_{t_1}^{t_1} q(s)|x(\sigma(s))|dsdu,
\]
which implies
\[
(2.10) \quad |x(\xi)| \leq \frac{1}{2} \int_{\eta}^{t_2} q(u) \int_{\sigma(u)}^{\eta} q(s)|x(\sigma(s))|dsdu.
\]
Since \( |x(\xi)| > 0 \),
\[
(2.11) \quad \int_{\eta}^{t_2} q(u) \int_{\sigma(u)}^{\eta} q(s)dsdu > 0.
\]
By (2.4) and the fact that \( \sigma(s) \leq t_1 \leq \xi \) for \( s \in [\sigma^{-1}(t_0), t_2] \), \( |x(\sigma(s))| < Ke^{-\beta h(\sigma(s))} \) for \( s \in [\sigma^{-1}(t_0), \eta] \). Then, by (2.10) and (2.11),
\[
\begin{align*}
|x(\xi)| &< \frac{1}{2} \int_{\eta}^{t_2} q(u) \int_{\sigma(u)}^{\eta} q(s)Ke^{-\beta h(\sigma(s))}dsdu \\
&\leq \frac{K}{2} \int_{\eta}^{t_2} q(u)e^{-\beta h(\sigma^2(u))} \int_{\sigma(u)}^{\eta} q(s)dsdu \\
&\leq \frac{K}{2} e^{-\beta h(\sigma^2(t_1))} \int_{\eta}^{t_2} q(u) \int_{\sigma(u)}^{\eta} q(s)dsdu \\
&= \frac{K}{2} e^{-\beta h(\sigma^2(t_1))} \left\{ \int_{\eta}^{t_2} q(u) \int_{u}^{\eta} q(s)dsdu + \int_{\eta}^{t_2} q(u) \int_{\eta}^{u} q(s)dsdu \right\}.
\end{align*}
\]
Since
\[
\int_{\eta}^{t_2} q(u) \int_{u}^{\eta} q(s)dsdu = -\frac{1}{2} \left( \int_{\eta}^{t_2} q(u)du \right)^2,
\]
\[
|x(\xi)| < \frac{K}{2} e^{-\beta h(\sigma^2(t_1))} \left\{ Q(T) \int_{\eta}^{t_2} q(u)du - \frac{1}{2} \left( \int_{\eta}^{t_2} q(u)du \right)^2 \right\}
\]
\[
= \frac{K}{2} e^{-\beta h(\sigma^2(t_1))} \left( Q(T) \cdot 1 - \frac{1}{2} \cdot 1^2 \right)
\]
\[
\leq \frac{2Q(T) - 1}{4} Ke^{-\beta h(\sigma^1(\zeta))}
\]
\[
= \frac{2Q(T) - 1}{4} e^{\beta h(\zeta) - h(\sigma^1(\zeta))} Ke^{-\beta h(\zeta)}
\]
\[
\leq \frac{2Q(T) - 1}{4} e^{3\beta} (Ke^{-\beta h(\zeta)}).
\]
Thus, (2.3) implies \(|x(\xi)| < Ke^{-\beta h(\xi)}\). Then we have a contradiction to the assumption that \(|x(\xi)| = Ke^{-\beta h(\xi)}\).

Case 2.2: \(\int_{t_1}^{t_2} q(t)dt < 1\). In the same way as Case 1, we have
\[
|x(\xi)| < \frac{K}{2} e^{-\beta h(\sigma^1(t_0))} \left\{ Q(T) \int_{t_1}^{t_2} q(u)du - \frac{1}{2} \left( \int_{t_1}^{t_2} q(u)du \right)^2 \right\}.
\]
Since the right side of the above inequality is a quadratic function of \(\int_{t_1}^{t_2} q(u)du\) and \(0 < \int_{t_1}^{t_2} q(u)du < 1 \leq Q(T)\),
\[
|x(\xi)| < \frac{K}{2} e^{-\beta h(\sigma^1(t_0))} \left( Q(T) \cdot 1 - \frac{1}{2} \cdot 1^2 \right)
\]
\[
\leq \frac{2Q(T) - 1}{4} Ke^{-\beta h(\sigma^1(\zeta))}
\]
\[
= \frac{2Q(T) - 1}{4} e^{\beta h(\zeta) - h(\sigma^1(\zeta))} Ke^{-\beta h(\zeta)}
\]
\[
\leq \frac{2Q(T) - 1}{4} e^{3\beta} (Ke^{-\beta h(\zeta)}).
\]
By (2.3), \(|x(\xi)| < Ke^{-\beta h(\xi)}\). Then we have a contradiction to the assumption that \(|x(\xi)| = Ke^{-\beta h(\xi)}\).

Hence, by virtue of the Case 1 and 2, we obtain (2.2). The proof is complete. \(\square\)

Using Theorem 1, we have two corollaries.

Corollary 1. \(\) If \(Q(T) \leq 5/2\) for some \(T \geq \sigma^{-1}(t_0)\), then every oscillatory solution of (1.1) is bounded.

Corollary 2. \(\) If \(Q_{\infty} < 5/2\), then every oscillatory solution of (1.1) tends to zero as \(t \to \infty\).

Example 1. \(\) If \(\sigma(t) = t - \tau(t)\) with a function \(\tau(t)\) satisfying \(0 \leq \tau(t) \leq \tau_0\) \((\tau_0 > 0)\), then we can take \(h(t) = t\). Hence Theorem 1 shows that if \(Q(T) \leq 5/2\) for some \(T \geq \sigma^{-1}(t_0)\), then every oscillatory solution \(x(t)\) of
(1.1) satisfies

\[ |x(t)| < Ke^{-\beta t} \]

for \( \beta \) given by (2.3) with \( \delta = \tau_0 \).

Essentially the same result was obtained by Győri ([2, Corollary 4.2]) under the condition \( Q(T) \leq 2 \) for some \( T \geq \sigma^{-1}(t_0) \). So, our Theorem 1 is an improvement of Győri’s result in this special case.

**Example 2.** In case \( t_0 > 1/a \) and \( \sigma(t) = at \) with \( 0 < a < 1 \), we can take \( h(t) = \log t \), so that \( e^{-\beta h(t)} = t^{-\beta} \) in Theorem 1.

**Example 3.** In case \( t_0 > e^p \) and \( \sigma(t) = t^p \) with \( 0 < p < 1 \), we can take \( h(t) = \log(\log t) \), so that \( e^{-\beta h(t)} = (\log t)^{-\beta} \) in Theorem 1.

**Remark.** In the case where \( 5/2 < Q(T) < \infty \) for some \( T \geq \sigma^{-1}(t_0) \), we can show the following result in the same way as Case 1 in the proof of Theorem 1:

If there exists a continuous increasing function \( h : [t_0, \infty) \to [0, \infty) \) such that \( h(t) - h(\sigma(t)) \geq \delta_1 \) for some constant \( \delta_1 > 0 \), then every oscillatory solution \( x(t) \) of (1.1) is estimated by

\[ |x(t)| < Ke^{2h(t)}, \]

where \( K = K(x, h, x) \) is a positive constant and \( x = (2/\delta_1) \log(Q(T)/2) \). For example, when \( t - \sigma(t) \geq \delta_1 > 0 \), we can take \( h(t) = t \), so that \( |x(t)| < Ke^{|2t|} \).

Now, we give a consequence of Corollary 2.

**Lemma 3.** Let \( x(t) \) be a solution of (1.1) and \( Q_\infty < \infty \). If \( x(t) \) is not oscillatory, then there exist a \( T_0 = T_0(x) > t_0 \) and a positive constant \( C = C(x) \) such that

\[ |x(t)| \geq Ce^{\frac{1}{\sigma(t)}}q(u)du/(Q_\infty + 2), \quad t > T_0. \]

**Proof.** Without loss of generality, we may assume that \( x(t) \) is eventually positive, i.e., there exists \( t_1 > t_0 \) such that \( x(t) > 0 \) for any \( t > t_1 \). Choose \( T_0 > t_0 \) such that \( \sigma^3(T_0) > t_1 \) and

\[ \int_{\sigma(t)}^{t} q(s)ds < Q_\infty + 1, \quad t > T_0. \]

By (1.1) and \( x(t) \neq 0 \) for \( t > t_1 \),

\[ \int_{T_0}^{t} \frac{x'(u)}{x(u)} du = \int_{T_0}^{t} \frac{q(u)}{x(u)} x(\sigma(u)) du, \quad t > T_0, \]
which implies
\[ x(t) = x(T_0) e^{\int_0^t q(u)x(\sigma(u))/x(u)du}. \]

Since \( x'(t) \geq 0 \) for \( t > \sigma^{-1}(t_1) \), we have
\[
\begin{align*}
x(t) - x(\sigma(t)) &= \int_{\sigma(t)}^t x'(u)du \\
&= \int_{\sigma(t)}^t q(u)x(\sigma(u))du \\
&\leq x(\sigma(t)) \int_{\sigma(t)}^t q(u)du \leq x(\sigma(t))(Q_\infty + 1), \quad t > T_0.
\end{align*}
\]
Then
\[
\frac{x(\sigma(t))}{x(t)} \geq \frac{1}{Q_\infty + 2},
\]
which leads to that
\[
x(t) \geq x(T_0) e^{\int_0^t q(u)du/(Q_\infty + 2)} \\
= x(T_0) e^{-\int_0^t q(u)du/(Q_\infty + 2)} e^{\int_0^t q(u)du/(Q_\infty + 2)}, \quad t > T_0.
\]

The proof is complete.

By this lemma we obtain the following theorem:

**Theorem 2.** Assume \( Q_\infty < 5/2 \).

(i) If a solution \( x(t) \) of (1.1) satisfies
\[
\lim_{t \to \infty} \frac{x(t)}{e^{\int_0^t q(u)du/(Q_\infty + 2)}} = 0,
\]
then \( x(t) \) tends to zero as \( t \to \infty \).

(ii) If
\[
\int_{T_0}^\infty q(u)du = \infty,
\]
then every bounded solution of (1.1) tends to zero as \( t \to \infty \).

**Proof.** (i) By Lemma 3 and (2.12), \( x(t) \) is oscillatory. Therefore, by Corollary 2, \( x(t) \) tends to zero as \( t \to \infty \).

(ii) Let \( x(t) \) be a bounded solution of (1.1). By (2.13), \( x(t) \) satisfies (2.12). Hence \( x(t) \) tends to zero as \( t \to \infty \).

The proof is complete.
3. Equations with special forcing term

Let $A_0$ be the set of continuously differentiable functions $a(t)$ on $[\sigma(t_0), \infty)$ such that $\lim_{t \to \infty} a(t) = 0$.

Consider the following equation:

$$x'(t) = q(t)x(\sigma(t)) + f(t), \quad t \geq t_0,$$

where $f(t)$ is given as $f(t) = q(t)a(\sigma(t)) - a'(t)$ with some $a \in A_0$. We compare the asymptotic behavior of the oscillatory solution of (3.1) with that of the homogeneous equation (1.1).

**Lemma 4.** Let $y(t)$ be a continuous, piecewise continuously differentiable function on $[t_0, \infty)$ and $a \in A_0$. If $z(t) = y(t) + a(t)$ is a solution of (1.1) and $y(t)$ is oscillatory, then $z(t)$ is also oscillatory.

**Proof.** Assume that $z(t)$ is not oscillatory. Then there exists $t_1 > \sigma^{-1}(t_0)$ such that $|z(t)| > 0$ for $t > t_1$. Without loss of generality, we may assume that $z(t) > 0$. Since $z(t)$ is a solution of (1.1) and $q(t) \geq 0$, $z'(t) = q(t)z(\sigma(t)) \geq 0$ for $t > t_2$ for some $t_2 > \sigma^{-1}(t_1)$. Then $z(t) \geq z(t_2) > 0$ for $t > t_2$. Since $a(t)$ tends to zero as $t \to \infty$, we have

$$\liminf_{t \to \infty} y(t) = \liminf_{t \to \infty} \{z(t) - a(t)\} \geq z(t_2) > 0.$$

This is a contradiction to the assumption that $y(t)$ is oscillatory. The proof is complete.

**Theorem 3.** If every oscillatory solution of (1.1) tends to zero as $t \to \infty$, then every oscillatory solution of (3.1) tends to zero as $t \to \infty$.

**Proof.** Let $x(t)$ be an oscillatory solution of (3.1). Then it follows that

$$x'(t) = q(t)x(\sigma(t)) + q(t)a(\sigma(t)) - a'(t),$$

which implies that $(x(t) + a(t))' = q(t)(x(\sigma(t)) + a(\sigma(t)))$. Since $z(t) = x(t) + a(t)$ is a solution of (1.1), we see from Lemma 4 that $z(t)$ is oscillatory. Therefore $z(t)$ tends to zero as $t \to \infty$ by assumption. Hence $x(t) = z(t) - a(t)$ tends to zero as $t \to \infty$. The proof is complete.

**Corollary 3.** If $Q_\infty < 5/2$, then every oscillatory solution of (3.1) tends to zero as $t \to \infty$.

**Proof.** By Corollary 2, every oscillatory solution of (1.1) tends to zero as $t \to \infty$. By Theorem 3, we obtain that every oscillatory solution of (3.1) tends to zero as $t \to \infty$. The proof is complete.
Now, let us consider the equation:

\[(3.2) \quad x'(t) = qx(t - \tau) + ke^{-\lambda t}, \quad t \geq t_0,\]

where \(k\) is a constant, \(q, \tau\) and \(\lambda\) are positive constants.

**Theorem 4.** Every oscillatory solution of (3.2) tends to zero as \(t \to \infty\), if and only if every oscillatory solution of (1.3) tends to zero as \(t \to \infty\).

**Proof. Sufficiency.** Suppose that every oscillatory solution of (1.3) tends to zero as \(t \to \infty\). Define \(a(t)\) as

\[a(t) = \frac{k}{q e^{\lambda t} + \lambda} e^{-\lambda t}.\]

Then we see that \(a \in A_0\) and \(ke^{-\lambda t} = qa(t - \tau) - a'(t)\). By Theorem 3, every oscillatory solution of (3.2) tends to zero as \(t \to \infty\).

**Necessity.** Suppose that every oscillatory solution of (3.2) tends to zero as \(t \to \infty\) for some \(k \neq 0\). Let \(y(t)\) be an oscillatory solution of (1.3) and let \(z(t) = y(t) - a(t)\). Then

\[z'(t) = qz(t - \tau) + qa(t - \tau) - a'(t)\]

\[= qz(t - \tau) + ke^{-\lambda t},\]

which means that \(z(t)\) is a solution of (3.2). We will prove that \(z(t)\) tends to zero as \(t \to \infty\). If \(z(t)\) is oscillatory, then \(z(t)\) tends to zero as \(t \to \infty\) by assumption. Therefore it is enough to consider the case that \(z(t)\) is not oscillatory. We will show that for some \(T^* > t_0\),

\[(3.3) \quad 0 < |z(t)| \leq \frac{|k|}{\lambda} e^{-\lambda t}, \quad t > T^*.\]

Let \(k > 0\). Assume \(z(t) > 0\) for \(t > T_1\) for some \(T_1 > t_0\). Since \(qz(t - \tau) > 0\) for \(t > T_1 + \tau, z'(t) > 0\) for \(t > T_1 + \tau\). Then \(z(t)\) is monotone increasing on \((T_1 + \tau, \infty)\), which implies that for \(T_2 > T_1 + \tau,\)

\[\lim_{t \to \infty} y(t) \geq \lim_{t \to \infty} z(t) + \lim_{t \to \infty} a(t)\]

\[\geq z(T_2) > 0.\]

Since \(y(t)\) is oscillatory, we have a contradiction. Hence \(z(t) < 0\) for \(t > T_3\) for some \(T_3 > t_0\). Then

\[\left( z(t) + \frac{k}{\lambda} e^{-\lambda t} \right)' = qz(t - \tau) < 0, \quad t > T_3 + \tau, \]
which implies that $z(t) + ke^{-\lambda t}/\lambda$ is monotone decreasing on $(T_3 + \tau, \infty)$. Then we have that for any $u > T_3 + \tau$,
\[
\limsup_{t \to \infty} y(t) = \limsup_{t \to \infty} (z(t) + a(t)) 
\leq \limsup_{t \to \infty} \left( z(t) + \frac{k}{\lambda} e^{-\lambda t} \right) + \limsup_{t \to \infty} \left( a(t) - \frac{k}{\lambda} e^{-\lambda t} \right) 
\leq \left( z(u) + \frac{k}{\lambda} e^{-\lambda u} \right).
\]
Since $\limsup_{t \to \infty} y(t) \geq 0$, $z(u) + ke^{-\lambda u}/\lambda \geq 0$ for $u > T_3 + \tau$. Therefore
\[
0 > z(t) \geq -\frac{k}{\lambda} e^{-\lambda t}, \quad t > T_3 + \tau.
\]
In case $k < 0$, we see in the same way that
\[
0 < z(t) \leq -\frac{k}{\lambda} e^{-\lambda t}, \quad t > T_4,
\]
for some $T_4 > t_0$. Then we have (3.3), and hence $z(t)$ tends to zero as $t \to \infty$ when $z(t)$ is not oscillatory. Therefore $y(t) = z(t) + a(t)$ tends to zero as $t \to \infty$, which implies that every oscillatory solution of (1.3) tends to zero as $t \to \infty$. The proof is complete. $\Box$

By Theorem 4 and Győri’s result ([2, Theorem 4.2]), we have

**Corollary 4.** Every oscillatory solution of (3.2) tends to zero as $t \to \infty$, if and only if $q \tau < 3\pi/2$.

4. Example

In this section, we consider an example which shows that $Q_\infty < 15/4$ is a necessary condition for every oscillatory solution of (1.1) to tend to zero as $t \to \infty$.

Let $q(t) : [0, \infty) \to [0, \infty)$ be a piecewise continuous function defined by
\[
q(t) = \begin{cases}
  k & (3n \leq t < 3n + 1 + c) \\
  0 & (3n + 1 + c \leq t < 3(n + 1))
\end{cases}
\]
for $n = 0, 1, 2, \ldots$, where $k = \alpha^2 + 5\alpha/8$ and $c = \alpha/2k$ for $\alpha \geq 1$ are constants.

Consider the delay differential equation:
\[
x'(t) = q(t)x(t - 4), \quad t \geq 0,
\]
with initial function \( \phi \) such that

\[
\phi(t) = \begin{cases} 
-1 & (-4 \leq t \leq -3) \\
\frac{k}{\alpha} (t + 3) - 1 & (-3 < t < -3 + c) \\
\frac{2\alpha + 1}{2(2 - c)} (t + 1) + \alpha & (-3 + c \leq t \leq -1) \\
\alpha & (-1 \leq t \leq 0).
\end{cases}
\]

Then we see that \( x(t) \) is given by

\[
x(t) = (-2)^n \begin{cases} 
\alpha - k(t - 3n) & (3n \leq t < 3n + 1) \\
\alpha - k(t - 3n) + \frac{k^2}{2\alpha} (t - 3n - 1)^2 & (3n + 1 \leq t < 3n + 1 + c) \\
-\alpha^2 & (3n + 1 + c \leq t < 3(n + 1))
\end{cases}
\]

for \( n = 0, 1, 2, \ldots \). Therefore it follows that

(a) if \( \alpha > 1 \), then \( k > 13/8, \ c < 4/13 \), \( \limsup_{t \to -\infty} |x(t)| = \infty \) and

\[
\limsup_{t \to -\infty} \int_{t-4}^{t} q(s)ds = k(2 + c) = 2\alpha^2 + \frac{7}{4}\alpha > \frac{15}{4},
\]

(b) if \( \alpha = 1 \), then \( k = 13/8, \ c = 4/13 \), \( \limsup_{t \to -\infty} |x(t)| = 1 \) and

\[
\limsup_{t \to -\infty} \int_{t-4}^{t} q(s)ds = \frac{15}{4}.
\]

This fact shows that there exists an oscillatory solution of (1.1) which does not tend to zero as \( t \to \infty \) when

\[
\limsup_{t \to -\infty} \int_{t-4}^{t} q(s)ds \geq \frac{15}{4}.
\]
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