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In this paper, the analysis and the modelling of a Dual-Stator Induction Motor (DSIM) are presented. In particular, the effects of the shift angle between its three-phase windings are studied. A complex steady state model is first established in order to analyse its harmonic behavior when it is supplied by a non-sinusoidal voltage source. Then, a new transformation matrix is proposed to develop a suitable dynamic model. In both cases, the study is made using an arbitrary shift angle. Simulation results of its PWM control are also presented and compared in order to confirm our theoretical observations.
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1. Introduction

High power AC machines have found a lot of applications. But when they are supplied by a voltage source converter, strong constraints appear on power electronic devices and limit their switching frequency. The concept of power segmentation has then emerged to allow the use of Voltage Source Inverter (VSI) with reduced size power electronic devices. There are different ways to achieve it. One of them is to use multi-level inverter fed AC machines. In this case, the voltage stress is shared between the different devices connected in series. This solution has been greatly developed and studied from the past. Another way is to use multi-phase machines or multi-star machines. For this kind of structure, each phase or each star is fed by its own VSI. The current per phase is then reduced without increasing the voltage per phase. Moreover, this solution improves the reliability (2) since the loss of one or many phases does not prevent the motor from starting and running, but it implies a reduction of the torque and increases losses, of course. However, it is obvious that the performance of these machines in unbalanced operations becomes better when the total number of phases increases. One common example of such structure is the Dual-Stator Induction Motor (DSIM) fed by two three-phase VSI’s. This is a rather good compromise between a sufficient power segmentation and a not too complicated system. In the usual configuration, two sets of three-phase windings are spatially shifted by an electrical angle of 30 degrees (3)-(6). The main specific advantage of this motor is the elimination of the sixth harmonic torque pulsation, usually encountered in inverter fed three-phase motors. Another asset is that all space harmonics below the eleventh are eliminated.

Nevertheless, this VSI fed DSIM is subject to large stator circulating harmonic currents (7)-(8). These currents are at the origin of extra losses and require larger semiconductor device ratings. In fact, for some particular orders of time harmonic, the air gap Magneto Motive Forces (MMF) produced by the two stars cancel each other. Thus, the corresponding stator harmonic currents only circulate between both stars, without any effect into the rotor. So, the motor impedance for these harmonics can be quite small, especially at low order. For current source inverters (CSI), the current harmonic spectrum is determined by the current waveform alone, and the above-mentioned inaccurate harmonic currents can be controlled with PWM. That is the reason why DSIM’s have been commonly used with CSI’s. On the contrary, with VSI’s, the harmonic currents are determined not only by the harmonic voltages, but also by the corresponding motor impedance. So, they can reach high values. Consequently, these problems let us think that other configurations of double-star windings should perhaps be considered and investigated. The study is not easy because the effects of time harmonics are very important. Several models have been already developed, but few of them allow to study the DSIM with an arbitrary shift angle between its two sets of three-phase windings.

In this paper, the analysis and the modelling of a Dual-Stator Induction Motor are presented. In particular, the effects of the shift angle between its two three-phase windings are studied. A complex steady state model is first established in order to analyse its harmonic behavior when it is supplied by a non-sinusoidal voltage source. Then, a new transformation matrix is proposed to develop a suitable dynamic model. In both cases, the study is made using an arbitrary shift angle. Simulation results of its PWM control are also presented and compared to confirm the theoretical observations.

2. Complex Steady State Model

The first aim of this paper is to study the steady state behavior of the DSIM, even if it is not a commonly used approach. Steady state models are easy to establish, because they do not necessitate the use of any transformation to study balanced operations. They also allow to make a harmonic
The resistance matrices of Eq. 1 are given by:

\[ \begin{bmatrix} V_s \\ V_r \end{bmatrix} = \begin{bmatrix} R_s & 0_{6x3} \\ 0_{3x6} & R_r \end{bmatrix} \begin{bmatrix} I_s \\ I_r \end{bmatrix} + \frac{d}{dt} \begin{bmatrix} \Psi_s \\ \Psi_r \end{bmatrix} \ldots \ldots \ldots (1) \]

with:

\[ \begin{bmatrix} \Psi_s \\ \Psi_r \end{bmatrix} = \begin{bmatrix} L_{ss} & M_{sr} \\ M_{sr}^T & L_r \end{bmatrix} \begin{bmatrix} I_s \\ I_r \end{bmatrix} \ldots \ldots \ldots (2) \]

where the vector of stator variables are defined as:

\[ G_s = [gsa gsb gsc gsa gsb gsc]^T \ldots \ldots \ldots (3) \]

and the vector of rotor variables is:

\[ G_r = [gra grb grc]^T \ldots \ldots \ldots (4) \]

The resistance matrices of Eq. 1 are given by:

\[ R_s = R_{ls} \delta_{6x6} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (5) \]

\[ R_r = R_{lr} \delta_{3x3} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (6) \]

\[ L_r = L_{mr} \begin{bmatrix} 1 + klr \cos(2\frac{\pi}{3}) & \cos(\frac{\pi}{3}) \\ \cos(\frac{\pi}{3}) & 1 + klr \cos(\frac{\pi}{3}) \\ \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) + 1 + klr \end{bmatrix} \ldots \ldots \ldots (7) \]

with: \( klr = \frac{l_{ls}}{l_{ms}} \).

The detail of the submatrixes \( L_{ss} \) and \( M_{sr} \) are given in equations 8 and 9.

The coefficient \( kls \) and \( M_{sr} \) are given by:

\[ kls = \frac{L_{ls}}{L_{ms}} \]

\[ M_{sr} = \frac{N_{r}}{N_{s}} L_{ms} \]

\[ L_{ss} = L_{ms} \begin{bmatrix} 1 + kls & \cos(\frac{2\pi}{3}) & \cos(\frac{2\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) \\ \cos(\frac{\pi}{3}) & 1 + kls & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) \\ \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & 1 + kls & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) \\ \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & 1 + kls & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) \\ \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & 1 + kls & \cos(\frac{\pi}{3}) \\ \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & \cos(\frac{\pi}{3}) & 1 + kls \end{bmatrix} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
order \((2k - 1) \pm 1\) \((k = 1, 2, 3, 4)\) have different equivalent circuits. The first one participates to the electromechanical energy conversion whereas the second one does not.

This is due to the term \((1 + e^{-j3\alpha})\) in the third equation of Eq. 12, if it is equal to 0, rotor harmonic currents are zero. In this case, stator harmonic currents are non-electromechanical energy conversion related and they only circulate between both stators, without any effect into the rotor. So it can be convenient to call the first group the type C harmonics (C as Conversion), and the second group the type NC harmonics (NC as No Conversion). Of course, for each value of \(\alpha\) there is a particular set of type C and type NC harmonics. In order to obtain the steady state equivalent circuits for type C and type NC harmonics, the following variables are introduced:

\[
\begin{align*}
G_{shC} &= \frac{G_{sh}(1 - 2e^{-j3\alpha})}{2} \quad \text{(13)} \\
G_{shNC} &= \frac{G_{sh}(1 + e^{-j3\alpha})}{2} \quad \text{and} \\
G_{sh} &= G_{shC} + G_{shNC} \quad \text{(14)}
\end{align*}
\]

It must be noticed that the voltages applied to both stars have been supposed to have the same amplitude and the same shape, that is to say: \(V_{sh1} = V_{sh2} = V_{sh}\). In the general case, the variables introduced before are:

\[
\begin{align*}
G_{shC} &= \frac{G_{shC} + G_{shNC}e^{-j3\alpha}}{2} = \frac{G_{shC} + G_{shNC}e^{-j3\alpha}}{2} \quad \text{(15)} \\
G_{shNC} &= \frac{G_{shC} + G_{shNC}}{2} \quad \text{and} \\
G_{sh1} &= \frac{G_{shC}}{G_{sh2}} = \frac{G_{shC} + G_{shNC}}{G_{shC} - G_{shNC}} \quad \text{(16)}
\end{align*}
\]

Hence, the circuit of Fig. 2 is decomposed into two independent equivalent circuits shown in Fig. 3 and Fig. 4. For the type C harmonics, a usual per phase equivalent circuit is obtained. However, for the type NC harmonics, the resulting equivalent circuit is composed only by the stator resistance and leakage inductance, which is a quite small impedance for the low order harmonics.

When the DSIM is fed by CSI’s \((11)-(13)\), it is obvious that this impedance should be as small as possible to minimise the inaccurate type NC harmonic voltages, and the commutating reactance which determines the peak commutating voltage. This peak is a limiting factor in pushing up the horsepower rating of CSI drives.

On the contrary, when the DSIM is fed by VSI’s, the above mentioned impedance should be maximum in order to limit the currents and their own harmonics of type NC. These ones implies the appearance of high values currents and consequently, produce important additional losses in the motor as in the VSI’s. That is why larger semiconductor device ratings are required. As a consequence, type NC harmonics must always be avoided as much as possible.

3. Analysis

A complete analysis of Eq. 12 allows to determine, for some values of the shift angle \(\alpha\), which harmonics are type C and which ones are type NC. Table 1 presents the results of \((1 + e^{-j3\alpha})\), according to \(\alpha\) and to the order of harmonics \(h\). So, it indicates the existence or non-existence of rotor harmonic currents when the stator windings are supplied by balanced non-sinusoidal voltages.

Only zero sequence harmonics (of order \(ho = 3k\)) have not been reported. Even order harmonics, which are generally neglected because of the supposed symmetrical waveforms of the voltages applied to the motor, are considered here.

In Table 1, the stator harmonic currents contributing to the
Table 1. Value of $(1 + e^{-j\theta})$ according to the shift angle and to the order of harmonics $h$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>7</th>
<th>8</th>
<th>10</th>
<th>11</th>
<th>13</th>
<th>14</th>
<th>16</th>
<th>17</th>
<th>19</th>
<th>20</th>
<th>22</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>30°</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>60°</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>90°</td>
<td>2</td>
<td>1+j</td>
<td>1+j</td>
<td>0</td>
<td>0</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>1+j</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>120°</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

energy conversion (type C) have the value 2 in the cells and it means that:

\[
\begin{align*}
V_{shC} &= \sqrt{2} V_{she} \pm j\pi/4, \\
I_{shC} &= \sqrt{2} I_{she} \pm j\pi/4
\end{align*}
\]

The value 0 means, on the contrary, that the stator harmonic currents are type NC only:

\[
\begin{align*}
V_{shNC} &= \sqrt{2} V_{she} \mp j\pi/4, \\
I_{shNC} &= \sqrt{2} I_{she} \mp j\pi/4
\end{align*}
\]

In this case, no rotor harmonic current can be produced and the stator harmonic currents circulate only between the two stator windings, through the small impedance shown in Fig. 4.

When the value is $1 \pm j$, it means that the stator harmonic currents are both type C and type NC. In fact, in this case both type C and type NC equivalent circuits are excited:

\[
\begin{align*}
V_{shC} &= \frac{\sqrt{2}}{2} V_{she} e^{j\pi/4}, \\
I_{shC} &= \frac{\sqrt{2}}{2} I_{she} e^{j\pi/4}
\end{align*}
\]

Another way to explain the difference between the harmonics is to look at the MMF’s produced. Figure 5 shows the stator air-gap MMF’s produced by the harmonic currents with a full pitch 4 poles dual-stator winding, each one having 2 conductors per coil with a current of 1 A.
For the type C harmonics (2 in Table 1), the rotating MMF produced by the two stators are in phase. Hence the total MMF is a rotating one. It is the case for \( \alpha = 30^\circ \) when \( h = 6(2k - 1) \pm 1 \) \((k = 0, 1, 2, 3, \ldots)\), \( \alpha = 60^\circ \) when \( h = 6k \pm 1 \) \((k = 0, 1, 2, 3, \ldots)\) and \( \alpha = 0^\circ \) when \( h = 3k \pm 1 \) \((k = 0, 1, 2, 3, \ldots)\) (see Fig. 5 a, d and f).

For the type NC harmonics (0 in Table 1), the rotating MMF’s produced by the two stators are out of phase. So, they cancel each other and the total MMF is zero. There is no rotating MMF for these harmonics and consequently no rotor current is produced. It is the case for \( \alpha = 30^\circ \) when \( h = 6(2k - 1) \pm 1 \) \((k = 1, 2, 3, 4, \ldots)\) and \( \alpha = 60^\circ \) when \( h = 3(2k - 1) \pm 1 \) \((k = 1, 2, 3, 4, \ldots)\) (see Fig. 5 c and e). That is why for \( \alpha = 30^\circ \), the sixth harmonic torque pulsation, which is produced by the 5th and 7th harmonics in inverter fed three-phase motors \( \text{in}\text{m} \), is completely eliminated.

For those remaining harmonics, which imply a \( 1 \pm j \) entry in Table 1, the rotating MMF’s produced by the two stators are in quadrature. Accordingly, each of them has one part which contributes to the total rotating MMF, and one part cancelled. It is the case for \( \alpha = 30^\circ \) when \( h = 3(2k - 1) \pm 1 \) \((k = 1, 2, 3, 4, \ldots)\) (see Fig. 5 b).

It is noticed that all the even order harmonics are type NC for the case \( \alpha = 60^\circ \). So, although the voltage waveforms generated by the inverter contain negligible even order harmonics, careful attention must be paid because they contribute to the extra current called \( \text{Ts}_{\text{NC}} \). In fact, the switching frequency must be taken into account, and not be chosen in such a way that the switching harmonic is an even order one.

For \( \alpha = 0^\circ \), type NC harmonics does not exist. However, in unbalanced operations \( V_{\text{sh}1} \neq V_{\text{sh}2} \) and \( V_{\text{sh}\text{NC}} \) is always different from zero.

These observations will be verified by simulation, using an adequate dynamic model. As in three-phase systems, the use of a transformation matrix leads to express the variables in an orthogonal base.

### 4. Dynamic Model

#### 4.1 Transformation Matrix

If we write the fundamental component of the air-gap MMF produced by the two stators, we obtain the expression hereafter, where \( \theta_s \) denotes the position of a point in the air-gap:

\[
MMF(\theta_s) = K [id \cos \theta_s + iq \sin \theta_s] \tag{23}
\]

By expanding each cosine term, the expression Eq. 23 can be put in the following form:

\[
MMF(\theta_s) = K \begin{bmatrix} \cos \theta_s & \sin \theta_s & 0 \\ -\sin \theta_s & \cos \theta_s & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} id \\ iq \\ \theta_s \end{bmatrix} \tag{24}
\]

So we can say that the MMF produced by the two stars is the same as the MMF produced by two orthogonal windings, named \( d \) and \( q \). The currents flowing in these windings are \( id \) and \( iq \), and are defined with the transformation described in Eq. 25 knowing that:

\[
\begin{bmatrix} id \\ iq \end{bmatrix} = \begin{bmatrix} d \cos \theta_s \\ d \sin \theta_s \\ q \cos \theta_s \\ q \sin \theta_s \end{bmatrix} \tag{27}
\]

This simple approach allows to obtain the first part of the transformation, that is to say vectors \( d \) and \( q \), which are related to the rotating MMF and then to electromechanical energy conversion. But it is not enough. In fact, if we consider the stator system, it is a six-dimensional system and mathematically, it cannot be reduced to a two-dimensional system.

So, four other vectors must be found to form the new orthogonal base. Two among these four vectors are the well-known zero-sequence vectors associated to each star (Eq. 26). The vectors are named \( o1 \) and \( o2 \), they must be orthogonal each to the other, and orthogonal to vectors \( d \) and \( q \).

\[
o1d = o1q = o2d = o2q = 0 \tag{28}
\]

The remaining two vectors, named \( x \) and \( y \), must satisfy the same conditions: they must be orthogonal each to the other, and orthogonal to vectors \( d \), \( q \), \( o1 \) and \( o2 \). The solution proposed here is to find vectors having the following form Eq. 29 using two arbitrary angles \( A \) and \( B \).

Hence, vectors \( x \) and \( y \) are already orthogonal to vectors \( o1 \) and \( o2 \). So, the remaining constraints are:

\[
\begin{bmatrix} xd \\
 yd \\
 xq \\
 yq \end{bmatrix} = \begin{bmatrix}
 3 \cos \theta_s \\
 3 \sin \theta_s \\
 3 \cos \theta_s \\
 3 \sin \theta_s
\end{bmatrix} = 0 \tag{33}
\]

Using Eq. 29 and Eq. 33 implies:

\[
\begin{bmatrix} xd \\ yd \\ xq \\ yq \end{bmatrix} = \begin{bmatrix}
 3 \cos \theta_s \\
 3 \sin \theta_s \\
 3 \cos \theta_s \\
 3 \sin \theta_s
\end{bmatrix} = 0 \tag{34}
\]

which results in:

\[
\begin{bmatrix}
(x-y) \\
(x+y) \\
(y-x) \\
(y+y)
\end{bmatrix} = \begin{bmatrix}
k_1 \sin \theta_s \\
2k_1 \sin \theta_s \\
2k_1 \cos \theta_s \\
4k_1 \cos \theta_s
\end{bmatrix} \tag{35}
\]

with \( k_1 = 1, 3, \ldots \), \( k_2 = 1, 3, \ldots \)

Consequently, it yields to:

\[
\begin{bmatrix}
A \\
B
\end{bmatrix} = \begin{bmatrix}
(k_1 \sin \theta_s) \\
(k_1 \cos \theta_s)
\end{bmatrix} \tag{36}
\]

Putting \( k_1 = 1 \) and \( k_2 = 1 \) results in the following sub-matrix 29 and we have the relation:

\[
\begin{bmatrix}
ix \\
iy
\end{bmatrix} = \begin{bmatrix}
\cos \theta_s \\
\sin \theta_s
\end{bmatrix} \begin{bmatrix}
is_1 \\
is_2 \\
is_3
\end{bmatrix} \tag{37}
\]

Since vectors \( x \) and \( y \) are orthogonal to vectors \( d \) and \( q \), it can already be expected that the \((x-y)\) variables will not be related to electromechanical energy conversion.

The final normalized transformation \( Ts(\alpha)^{-1} \) is given by Eq. 31.
4.2 Model in \((d-q)\) (x-y) \((o1-o2)\) Frames  

In order to develop a suitable dynamic model, the transformation matrix \(Ts(\alpha)^{-1}\), which has \(\alpha\) as a parameter, is used to obtain a diagonal stator inductance matrix. Applying \(Ts(\alpha)^{-1}\) to the voltage and flux equations, the original six-dimensional stator system can be decomposed into three two-dimensional decoupled subsystems. These are the usual \((d-q)\) one, a zero sequence \((o1-o2)\) one, and one subsystem called \((x-y)\) corresponding to the non-electromechanical energy conversion as shown in Fig. 4. The transformation has the property to separate harmonics into different groups and to project them into each subsystem. These harmonic groups are those we have underscored thanks to the complex steady state model.

For the rotor variables, the usual transformation of Cordonia is used:

\[
Tr^{-1} = \sqrt{\frac{2}{3}} \begin{bmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\sin(0) & \sin(0) & \sin(0) \\
cos(0) & cos(\frac{2\pi}{3}) & cos(\frac{4\pi}{3})
\end{bmatrix} 
\]

Vectors of transformed variables (with a subscript \(t\)) are:

\[
Gst = [gsd gsq gxs gsy gso1 gso2] = Ts(\alpha)^{-1}Gs
\]

\[
Grt = [gro grd grq] = Tr^{-1}Gr 
\]

Applying these transformations to Eq. 9 yields:

\[
\begin{bmatrix}
\Psi_t^d \\
\Psi_t^q \\
\Psi_t^x \\
\Psi_t^y \\
\Psi_{t1} \\
\Psi_{t2} \\
\Psi_{t3} \\
\Psi_{t4} \\
\Psi_{t5} \\
\Psi_{t6}
\end{bmatrix} =
\begin{bmatrix}
Ts(\alpha)^{-1} & 0_{6x3} \\
0_{3x6} & Tr^{-1}
\end{bmatrix}
\begin{bmatrix}
Ls \\
Msr \\
Msr^T \\
Lr
\end{bmatrix} \begin{bmatrix}
I_t^d \\
I_t^q \\
I_t^x \\
I_t^y
\end{bmatrix}
\]

knowing that:

\[
Ls = Lls + 3Lms \\
M = \frac{1}{\sqrt{2}}Msr \\
Lr = Llr + \frac{3}{\sqrt{2}Lmr}
\]

The result is given by Eq. 32.

The next step is to transform the rotor variables into the stator reference frame using the following rotation transformation:

\[
\begin{bmatrix}
x^t \\
y^t \\
x^y \\
y^y
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\cos(\alpha) & \cos(\alpha - \frac{2\pi}{3}) & \cos(\alpha + \frac{2\pi}{3}) \\
\sin(\alpha) & \sin(\alpha - \frac{2\pi}{3}) & \sin(\alpha + \frac{2\pi}{3})
\end{bmatrix}
\]

\[
Ts(\alpha)^{-1} = \frac{1}{\sqrt{2}}
\]

\[
\begin{bmatrix}
p_{11} & p_{12} & p_{13} & p_{14} & p_{15} & p_{16} \\
p_{21} & p_{22} & p_{23} & p_{24} & p_{25} & p_{26} \\
p_{31} & p_{32} & p_{33} & p_{34} & p_{35} & p_{36} \\
p_{41} & p_{42} & p_{43} & p_{44} & p_{45} & p_{46} \\
p_{51} & p_{52} & p_{53} & p_{54} & p_{55} & p_{56} \\
p_{61} & p_{62} & p_{63} & p_{64} & p_{65} & p_{66}
\end{bmatrix}
\]

\[
P(-\theta_1) =
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(-\theta_1) - \sin(-\theta_1) & 0 & \sin(-\theta_1) & \cos(-\theta_1)
\end{bmatrix}
\]

where \(p\) is the number of pole pairs.

Finally, applying the same transformations to Eq. 1, and eliminating the zero-sequence components \((o1-o2)\) and \(ro\) which are supposed to be non-existent, results in Eq. 43.

The machine model is then greatly simplified. Hence, the electromagnetic torque expression is given as:

\[
T = pM(I_{xq}^dI_{xq}^q - I_{yd}^qI_{yd}^q) 
\]
As seen in the previous section, for some particular values of \(a\), balanced voltages are free from these harmonics. For the other values, one solution is to synthesize the voltages by PWM, in such a way that they contain minimum amplitude \((x - y)\) harmonics. This can be achieved by an appropriate space vector PWM control strategy\(^{(16)-(18)}\).

It must be noticed that in the study presented in this paper, the leakage inductance \(L_{ls}\) has been supposed to be constant and not depending on the shift angle between the two stars. It is shown\(^{(19)-(20)}\) that in three-phase windings, this leakage inductance depends on the coil pitch because of the mutual leakage coupling existing between the different phases. With the same approach, it can be expected that in dual three-phase windings, this leakage inductance depends also on the shift angle. A more detailed analysis, which takes into account the mutual leakage coupling between both stars, was studied on a 15 kW machine\(^{(20)}\) Several winding configurations with different coil pitches and different shift angles are also investigated to find the arrangement that minimises the mutual leakage coupling. The effect of the shift angle on the total leakage inductance associated to \((x - y)\) variables will be reported in the near future.

5. Sine-triangle PWM control

The drive system is a double three-leg VSI fed DSIM as shown in Fig. 6. A sine-triangle PWM operation has been simulated for different shift angles and different switching frequencies \(F_c\), with the parameters of a 1.3 MW machine\(^{(21)}\) (8 poles, 1600 V, 50 Hz). The frequency of the stator voltages is \(F_s = 50\) Hz. Simulation results are presented in figures 7, 8, and 9. A lot of parameters and values can be found in Table 1 located in the appendix.

These results show that the ratio \(hc = F_c/F_s\), which represents the switching harmonic, has a very significant effect on the current waveforms.

For the case \(\alpha = 60^\circ\), the difference between \(hc = 96\) and \(hc = 99\) is important: large over currents can be observed in

![Fig. 6. Drive system](image_url)
the case because \( hc = 96 \) cannot guarantee that the voltages generated with the sine-triangle intersection have exact symmetrical waveforms. In this case, even harmonics are, then, different from nil, and generate over-currents.

Moreover, \( hc = 99 \) gives much better current waveforms than \( hc = 96 \), even if the switching frequency is twice lower. The same observation is made with \( \alpha = 30^\circ \), between \( hc = 96 \) and \( hc = 197 \). These surprising observations are simply explained by the fact that for each case, the inappropriate switching harmonic belongs to each \((x-y)\) harmonic group.

As expected, the case \( \alpha = 0^\circ \) shows the best current waveforms because for this configuration, balanced voltages are always free from \((x-y)\) components. So \((x-y)\) harmonic currents can appear only in unbalanced operations\(^{22}\). All these observations confirm the correctness of the previous studies.

As a consequence, for a speed control for example, \( F_C \) does not need to be constant because in this case the switching harmonic and the voltage harmonic spectrum will change if the speed reference changes. The switching harmonic is the important parameter that must be kept constant to always guarantee the same adequate harmonic spectrum. So, synchronous PWM\(^{19}\) is required for \( \alpha = 60^\circ \) and \( \alpha = 30^\circ \).

However, for \( \alpha = 60^\circ \), it is possible to completely eliminate \((x-y)\) harmonics with any \( F_C \) by using an appropriate space vector PWM strategy\(^{19}\). With the space vector approach, the inverter switches are not considered separately, but as a whole, and they are always synchronized.

For a final choice of one or another winding configuration, several criteria must be taken into account:
- the effect of \( \alpha \) on \((x-y)\) harmonic currents;
- the effect of \( \alpha \) on the space harmonics of the air-gap MMF;
- the effect of \( \alpha \) on the leakage inductance.

6. Space vector PWM control

The drive system is again the double three-leg VSI fed DSIM as shown in Fig. 6. A combinatorial analysis of the inverter switch state shows 64 switching modes. So, 64 different voltage vectors can be applied to the machine. By using the proposed transformation, we can decompose them into the \((d-q)(x-y)\) \((o1-o2)\) voltages. The \((o1-o2)\) ones are all equal to zero because the two three-phase windings are wye-connected with isolated neutrals. So, the aim of the PWM is to generate maximum \((d-q)\) voltages and minimum \((x-y)\) voltages. The choice of particular switching modes allows to satisfy both conditions.

By choosing the switching modes which permit to have the maximum amplitude \((d-q)\) voltage vectors, we obtain the planes shown in Fig. 10 and Fig. 11, where each switching mode is represented by a decimal number corresponding to the binary number \((Kc2Kb2Ka1Kc1Kb1Ka1)2\). This number gives the state of the upper switches.

We can notice that for \( \alpha = 60^\circ \) and \( \alpha = 0^\circ \), the chosen switching modes do not generate \((x-y)\) voltage vectors. For \( \alpha = 30^\circ \), \((x-y)\) voltage vectors are not equal to zero but they have smaller amplitude than the \((d-q)\) voltage vectors. So, it can be expected that the calculation of the space vector PWM control strategy will be more difficult to make for \( \alpha = 30^\circ \) than for \( \alpha = 60^\circ \) and \( \alpha = 0^\circ \), and it will require more consuming time. In fact, for these last cases, the choice of only two voltage vectors on \((d-q)\) plane is sufficient since no control is needed on \((x-y)\) plane. On the contrary, because of the existence of \((x-y)\) voltage vectors for \( \alpha = 30^\circ \), it is necessary to choose four voltage vectors on \((d-q)\) plane in order to make possible the control on \((x-y)\) plane at the same time.

Each PWM is calculated thanks to the following equation:

**Calculation of PWM for the angle \( \alpha = 0^\circ \) and \( \alpha = 60^\circ \):**

\[
T_1 \vec{V}_{dq1} + T_2 \vec{V}_{dq2} = T_e \vec{V}_{dq\text{ref}f} \tag{47}
\]

with the constraint: \( T_1 + T_2 + T_n = T_e \).

**Calculation of PWM for the angle \( \alpha = 30^\circ \):**

\[
T_1 \vec{V}_{dq1} + T_2 \vec{V}_{dq2} + T_3 \vec{V}_{dq3} + T_4 \vec{V}_{dq4} = T_e \vec{V}_{dq\text{ref}f} \tag{48}
\]

with the constraint: \( T_1 + T_2 + T_3 + T_4 + T_n = T_e \).

The \( \vec{V}_{dq} \) is the complex voltage vector generated by the switching mode \( i \), and \( T_i \) the application time of that vector. \( T_n \) is the application time of the zero voltage vector and \( T_e \) the sampling period of the reference voltage vector \( \vec{V}_{dq\text{ref}f} \).

In three-leg VSI, the zero voltage vector can be generated by two switching modes:

- mode 0: all the upper switch state at 0;
- mode 7: all the upper switch state at 1.

In order to obtain the minimum number of commutations during the sampling period \( T_e \), mode 7 is usually placed in the middle of \( T_e \) and mode 0 in its beginning and end\(^{19}\).

In double three-leg VSI, the zero voltage vector on \((d-q)\) plane can be generated by four switching modes:

- mode 0: all the upper switch state at 0;
- mode 63: all the upper switch state at 1;
- mode 7: upper switches of star \( n^{+1} \) at 1 and upper switches of star \( n^{-2} \) at 0;
- mode 56: upper switches of star \( n^{+1} \) at 0, and upper switches of star \( n^{-2} \) at 1.

Whatever the value of the shift angle \( \alpha \), these four switching modes are the same. The arrangement of this vector and of
the others during the sampling period is important and an appropriate use of mode 7 and mode 56 rather than mode 0 and mode 63 can minimise the number of commutations. As an example, for $\alpha = 60^\circ$, the use of mode 56 rather than mode 0 and mode 7 rather than mode 63 guarantees a minimum number of commutations, and a constant switching frequency that is equal to $(Te/2)$.

The space vector PWM for the DSIM implies the necessity to choose four voltage vectors plus one zero voltage vector on $(d-q)$ plane (Fig. 10(b)) in order to make possible the control on $(x-y)$ plane (Fig. 11(b)) at the same time.

Since we must apply five vectors during the sampling period $Te$, there is a lot of choices for the arrangement of these vectors. Nevertheless, lots of them do not minimise the undesirable harmonics, and the solution is not so immediate.

6.1 Arrangement of the vectors during $Te$ The method proposed in this paper is to choose the arrangement in such a way that on the $(x-y)$ plane, two consecutive vectors are practically opposite to each other in phase. For example, in the case shown in Fig. 10(b) where the $(d-q)$ voltage vector reference is located in the sector delimited by $V_{dq11}$ and $V_{dq27}$, the switching modes 11, 27, 9 and 26 are chosen. The arrangement 9-11-26-27 or 26-27-11-9 guarantees that two consecutive $(x-y)$ voltage vectors have opposite directions (Fig. 11(b)).

By this way, each change of applied vectors will lead to a succession of increase and decrease in $(x-y)$ currents around zero. Moreover, since the projection of the chosen voltage vectors in $(x-y)$ plane is minimum, the proposed method will minimise the $(x-y)$ current peak values.

6.2 Switching Frequency For a double three-leg VSI, the zero voltage vector can be generated by four switching modes. So, once the arrangement fixed, the switching frequency is determined by the choice and position of this vector.

One solution minimizing the instantaneous switching frequency is presented in Fig. 12. The first immediate observation is the dissimilar instantaneous switching frequency between the switches. Inside the sector presented here, this one equals $(1/2Te)$ for $Kc2-Kb2-Ka2$, $(1/Te)$ for $Kb1-Ka1$, and 0 for $Kc1$. Of course, during a cycle of the reference voltage, each switch has the same global switching distribution. The average switching frequency, even if it is not a significant criteria in high power applications, is around $(1/2Te)$.
Compared to other carrier based PWM such as sine-triangle PWM, it is practically the half.

6.3 Simulation Results

For each value of the shift angle $\alpha$, the space vector PWM control of the DSIM has been simulated. As expected, the cases $\alpha = 60^\circ$ and $\alpha = 30^\circ$, present the best current waveforms since $(x-y)$ harmonic currents do not exist. For $\alpha = 30^\circ$, the existence of $(x-y)$ harmonic components produce large current ripples. Nevertheless, the space vector PWM control strategy maintains the average volt-second $(x-y)$ currents at zero and then, it minimizes their undesirable effects, compared to other types of PWM.

From the previous study, it can be concluded that for the PWM control of the double three-leg VSI fed DSIM, the choice of shifting the two three-phase windings by a usual electrical angle of $\alpha = 30^\circ$, is not the best.

A shift angle of $\alpha = 60^\circ$ or $\alpha = 0^\circ$ simplifies a lot the space vector PWM control and the consequence on the stator current waveforms is very significant: over currents due to the $(x-y)$ harmonics are reduced to zero.

7. Comparison Between Sine-triangle PWM and Space Vector PWM Control

For purpose of comparison, the sine-triangle PWM has also been simulated using the same sampling period $T_e$. The results are presented in the following figures.

Compared to the sine-triangle PWM, it appears that using the space vector PWM control, the $(x-y)$ harmonics have been minimized and the impact on the stator phase current is significant. Since the PWM strategy has to control the two planes at the same time, an improvement on one plane affects inevitably the other plane.

Table 2 presents some relevant results like the $rms$ value of the stator current of one phase, the THD corresponding to the sine-triangle PWM and to the space vector PWM. As we can see, the THD is lower in case of space vector modulation (7.47% instead of 17.89%) and the value of the current in the $(x-y)$ frame is awfully lower in case of space vector PWM (29.4 A instead of 132.9 A). Consequently, the extra losses caused by harmonics will be considerably reduced.

In fact, it is observed that there is a little loss of control on...
Example, or with high odd number of stator phases can be machines with more than two stator three-phase windings for.

The methods proposed in this paper are not restrictive and directly. In fact, when the Dual-Stator Induction Motor is supplied by a Voltage Source Inverter, synchronous PWM should rather be employed to limit the impact of circulating harmonic currents. Simulation results have also been presented, and they confirm the correctness of the theoretical analysis. The methods proposed in this paper are not restrictive and they can be extended to the study and the analysis of other kinds of AC machines, with any number of stator phases. AC machines with more than two stator three-phase windings for example, or with high odd number of stator phases can be studied in the same way.
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Appendix

We present in the app. Table 1 a list of some symbols with their corresponding value.

app. Table 1. Liste of symbols and parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>Stator resistance</td>
<td>0.02507 Ω</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Stator leakage inductance</td>
<td>0.00020 H</td>
</tr>
<tr>
<td>$L_m$</td>
<td>Magnetizing inductance</td>
<td>0.01326 H</td>
</tr>
<tr>
<td>$M_{sw}$</td>
<td>Stator-rotor mutual inductances matrix</td>
<td>0.01284 H</td>
</tr>
<tr>
<td>$L_r$</td>
<td>Rotor leakage inductance</td>
<td>0.00074 H</td>
</tr>
<tr>
<td>$L_m$</td>
<td>Magnetizing inductance</td>
<td>0.01234 H</td>
</tr>
<tr>
<td>$R_r$</td>
<td>Rotor resistance</td>
<td>0.01355 Ω</td>
</tr>
</tbody>
</table>
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