Analysis and Control of a Gait of Snake Robot

Non-member Pavel Prautsch (Tokyo Institute of Technology)
Member Tsutomu Mita (Tokyo Institute of Technology)
Member Tetsuya Iwasaki (Tokyo Institute of Technology)

In this paper, we develop a model of a snake-like robot consisting of \( n \) rigid links and propose several control strategies to achieve smooth undulative locomotion and position control. The model is based on non-holonomic velocity conditions that arise from non-slipping assumption about the wheels. Singular postures of the robot are analyzed and they are taken in account while deriving the control law. The control strategies are based on Lyapunov method and on constraining the trace of the snake’s head into some kind of serpenoid trace, respectively. The later method is also applied for a simple tracking control method.
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1. Introduction

Unique and interesting gait of snakes allows them to move through an ill-conditioned environment. Therefore, investigating snake’s gait by making a robot is reasonable and shall result in design of new walking and transporting mechanisms.

Hirose \(^{(1)}\) of our university has investigated snake robots and natural snakes. He has made several snake robots, where he modeled the snake by a link mechanism with no side slip. As the control inputs, he used sinusoidal functions and tuned the amplitude, frequency and phase differences to drive the robot to a certain direction. However, the positioning control of the snake’s head was shown to be difficult. He also described the trace of body of natural snakes as what he called a ‘serpenoid curve’ which guarantees that the distribution of a strain in the muscle becomes a smooth function.

Comparing to this pioneering research work, the first steps of our research are as follows.

1. Design a snake robot which can creep forward and apply the modern control theory to realize a robot with a position control. Check whether the trace of the body can be approximated by the serpenoid function.
2. Derive a control method which can create an exact serpenoid trace if any, and see what happens with the magnitude and distribution of the control inputs.
3. Using these results, find the best model of snake robots which uses the least energy to move.

In the sequel, we will use the following abbreviations unless confusion may occur

\[
C_\theta = \cos \theta, \ S_\theta = \sin \theta, \ C_{ij} = \cos(\theta_i - \theta_j), \ S_{ij} = \sin(\theta_i - \theta_j).
\]

2. Model of the snake robot

Mechanical structure of the snake robot is depicted in Fig. 1. The robot consists of \( n \) rigid links and simplifies the robot used by Hirose \(^{(1)}\) and is different from the one investigated by Ostrowski and Burdick \(^{(1)}\) which has active steering of the wheel axes.

Length \( l \) and weight \( m \) are the same for each link and distribution of the weight is assumed to be uniform. As a result, the COM (center of mass) of each link is placed at the middle of the link.

For each link \((x_i, y_i)\) and \( \theta_i, \ i = 1 \sim n \) represent the position of its COM and absolute angle measured clockwise from \( y \) axis. We also denote the position of the head of the robot by \((x, y)\). Moreover, we call \( p_i = \theta_{i+1} - \theta_i \ (i = 1 \sim n - 1) \) the relative angle which is controlled by input torques \( u \in \mathbb{R}^{n-1} \). Finally, a fixed wheel axis with two passive wheels is attached to each link at its COM and thus prevents the COM of each link from going sideways.

From Fig. 1, the position and velocity of each COM are given by

\[
\begin{align*}
x_i &= x + 2l \sum_{j=1}^{i-1} \theta_j + l \theta_i, \\
y_i &= y + 2l \sum_{j=1}^{i-1} C_j \theta_j + l C_i\theta_i
\end{align*}
\]

and

\[
\begin{align*}
x_i &= \dot{x} + 2l \sum_{j=1}^{i-1} \dot{\theta}_j C_j + \dot{l} \theta_i C_i, \\
y_i &= \dot{y} - 2l \sum_{j=1}^{i-1} \dot{l} \theta_j C_j - \dot{\theta}_i S_i
\end{align*}
\]

Fig. 1. \( n \)-link model of the snake robot
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From the condition that the wheels cannot slip sideways, the velocity constraints of each link are given by

\[ \dot{x}_i + 2 \Sigma_{j=1}^{i-1} C_{ij} \theta_j + C_i \dot{\theta}_i = 0 \quad : i = 1 \sim n. \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldot
which will be referred to as Model I. Matrices of this model are defined as (from now on we will omit the argument \( \theta \))

\[
\dot{M} = (F^T, I_2) M \begin{bmatrix} F \\ I_2 \end{bmatrix} > 0,
\]

\[
\dot{D} = (F^T, I_2) D \begin{bmatrix} F \\ I_2 \end{bmatrix} > 0,
\]

\[
\dot{U} = (F^T, I_2) U,
\]

\[
\dot{C} = (F^T M_{11} + M_{22}^T) \dot{F} + F^T C_1 F + C_2 F.
\]

During the derivation, following relations have been used

\[
\dot{\theta} = F \dot{\theta}, \quad \begin{bmatrix} \dot{\theta} \\ \dot{\theta} \end{bmatrix} = \begin{bmatrix} F \\ I_2 \end{bmatrix} \dot{\theta} + \begin{bmatrix} \dot{F} \\ 0 \end{bmatrix} \dot{\theta}.
\]

Model I satisfies the following property.

**Lemma 2** Matrix \( \dot{M} - 2\dot{C} \) is skew symmetric.

See Appendix for proof.

We will also show another reduced order model which uses a different set of coordinates.

The translational velocity of the first link \( \eta_1 \) is given by

\[
\dot{\eta}_1 = \dot{x}_1 S\theta_1 + \dot{y}_1 C\theta_1.
\]

Utilizing (2), this can be rewritten as

\[
\dot{\eta}_1 = \dot{x} S\theta_1 + \dot{y} C\theta_1.
\]

which describes the velocity of the head along its trace and \( \eta_1 \) is thus a length of the trace of the head. Then, defining a transformation matrix

\[
G = \begin{bmatrix} -C\theta_1 & S\theta_1 \\ S\theta_1 & C\theta_1 \end{bmatrix} = G^T = G^{-1}
\]

and describing (14) together with \( \dot{x} C\theta_1 + \dot{y} S\theta_1 = \dot{\eta}_1 \) derived from (4) yields:

\[
G \dot{w} = \begin{bmatrix} \dot{\eta}_1 \\ \eta_1 \end{bmatrix}
\]

In addition

\[
FG = F_A^{-1} F_B G
\]

becomes independent of \( \theta_1 \) as it is easy to see that \( F_B G \)
does not contain \( \theta_1 \) but \( p_1 \).

Then, substituting

\[
\dot{G} \dot{w} + G \ddot{w} = \begin{bmatrix} \dot{\eta}_1 \\ \eta_1 \end{bmatrix}
\]

into (12), we obtain

\[
\dot{M} \begin{bmatrix} \dot{\eta}_1 \\ \eta_1 \end{bmatrix} + \dot{C} \begin{bmatrix} \dot{\eta}_1 \\ \eta_1 \end{bmatrix} + \dot{D} \begin{bmatrix} \dot{\eta}_1 \\ \eta_1 \end{bmatrix} + \dot{U} = G F^T E U
\]

which will be referred to as Model II. Here, the matrices \( G F^T E \) and

\[
\bar{M} = G \dot{M} G, \quad \bar{C} = G \dot{C} G + G \dot{M} \dot{G},
\]

\[
\bar{D} = G \dot{D}, \quad \bar{U} = G \bar{U}
\]

are functions of only \( p \) and we have

**Lemma 3** Matrix \( \dot{M} - 2\dot{C} \) is skew symmetric.

This can be proven in the same way as Lemma 2.

### 3. Dynamic control of head position

We have first applied an exact linearization method to control the final value of \( w \) using Model I. However, the undulation of the robot was very small which resulted in very large input torques.

Therefore, we employ a PD control based on the Lyapunov function method on Model I in (12) and investigate the shape of the trace. The candidate for the Lyapunov function is proposed as

\[
V = \frac{1}{2} \dot{\omega}^T \ddot{M} \dot{\omega} + \frac{1}{2} (w - r)^T B_0 (w - r).
\]

In this equation, \( r \) is a constant position reference of \( w \);
\( B_0 > 0 \) is a design parameter. We use Lemma 2 and avoid taking the inversion of \( E^T F \) as much as possible to obtain the derivative of \( V \) as
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The time evolution of the input $u$ is given in a form

$$u = -A_0 E^T F \dot{w} - (F^T E) \dot{(B_0 (w - r) - \dot{U})},$$

where $A_0 \geq 0$ is another design parameter.

We have started the investigation of the motion with a three-link robot. As a result, the robot undulated and the head converged to the reference point $r$. However, such a robot takes singular postures periodically which requires infinite magnitude of the inputs. Therefore, we analyzed the singular postures, which can occur when the body is not folded, to obtain:

**Lemma 4** When $p_i \neq \pm \pi \ (\forall i = 1 \sim n - 1)$, matrix $E^T F(n - 1 \times 2)$ drops rank if and only if

$$p_1 = p_2 = \ldots = p_{n-1}.$$  

See Appendix for proof.

It follows from this lemma that the three-link robot cannot avoid singular postures since the line $p_1 = p_2$ divides the plane $p \in \mathbb{R}^2$ and the pair of relative angles $(p_1, p_2)$ of the robot inevitably crosses the line in order to realize symmetrical undulatory motion. Therefore, we conclude that we need at least four links to produce a snake robot which can move forward without taking singular postures.

Fig. 2 shows the simulation results for a four-link robot where the parameters are given by

$$m = 1 \text{ (kg)}, \quad l = 0.5 \text{ (m)}, \quad D_\theta = 0, \quad D_p = 0, \quad D_{xy} = 10 \text{ (kgm}^{-1}), \quad \alpha = 0 \text{ (deg)}, \quad \beta = 0 \text{ (deg)}, \quad A_0 = 10, \quad B_0 = 20, \quad r = (0, -15)^T \text{ (m)},$$

and the simulation was carried out for $t = 0 \sim 20 \text{ s}$. The robot undulates to asymptotically reach the reference point. We can observe that the undulatory motion becomes slower as it approaches the reference point. We can also show that the period of the undulatory motion becomes longer if $B_0$ is smaller.

Nevertheless, the inputs, even finite, are not smooth and contain peaks. In order to realize a snake robot that uses inputs of uniform amplitude over the whole control period, we have introduced a penalty into (20) as

$$V = \frac{1}{2k} \left( \theta E H H^T E^T \dot{\theta} + \frac{1}{2} \dot{w}^T \dot{M} \dot{w} \right) + \frac{1}{2} (w - r)^T B_0 (w - r),$$

where the first term prevents $p$ from taking singular postures since

$$\delta p = (p_2 - p_1, \ldots, p_n - p_{n-1})^T = H^T \delta p = H^T E^T \theta$$

holds. We can obtain a similar control formula as (21), however, it does not work very effectively. Instead, increasing the number of links makes the inputs smaller and without large peaks. However, this time, the amplitude of the undulatory motion tends to decrease.

On the other hand, when the velocity of the head is controlled to be a constant, the robot becomes straight from the following lemma.

**Lemma 5** When $\dot{w} = v = (v_x, v_y)^T = \text{const}$ with $v_y < 0$, then $\dot{\theta}_1$ satisfying $\tan(\dot{\theta}_1) = \frac{v_y}{v_x}$ is a stable equilibrium. Furthermore, with $C \dot{\theta}_1 > 0$, $p_i = 0$ are also stable equilibriums.

See Appendix for proof.

Therefore, in order to make the magnitude of input uniformly small during the motion, it is better not to give a definite reference from the beginning of the motion.

Simulation of the motion of the robot, when the controlling error $e = r - w$ is fixed as $e = (0, -3.5)^T = r_0$, is shown in Fig. 3. We can see that the magnitude of the input reduces to 30\%, while the robot travels the same distance as before. By choosing $r_0$, we can adjust the amplitude and frequency of the undulatory motion.

![Simulation of motion of a four-link snake robot controlled with fixed control error](image-url)
4. Introducing a serpenoid trace

Assuming that snakes have developed an efficient way of creeping, we look back to nature for inspiration. To describe the undulation of natural snakes, Hirose\(^{(1)}\) has proposed a serpenoid curve. Thus, in order to minimize the energy needed for motion of our snake robot, we restrict the motion to some kind of a serpenoid curve.

An arbitrary curve can be described by its length \(\eta\) measured from some reference point and the direction angle \(\theta\), as shown in Fig. 4. Denote a small deviation of \(\theta\) as \(d\theta\). Since it holds
\[
\frac{dx}{d\eta} = \sin \theta, \quad \frac{dy}{d\eta} = \cos \theta
\]
we can describe the relation between \((x, y)\) and \(\eta\) as
\[
\dot{\theta} = \frac{d\theta}{dt}, \quad \dot{\eta} = \frac{d\eta}{dt} = \frac{d\eta}{dx} \frac{dx}{d\eta} = \eta \sin \theta, \quad \dot{y} = \frac{dy}{dt} = \frac{dy}{dx} \frac{dx}{d\eta} = \eta \cos \theta
\]
\[
\eta(t) = \int_0^t \sqrt{\dot{x}^2 + \dot{y}^2} dt.
\]

Following Hirose\(^{(1)}\), the serpenoid curve is defined as to satisfy
\[
\frac{dx}{d\eta} = \sin (\omega \sin (k\eta)), \quad \frac{dy}{d\eta} = \cos (\omega \sin (k\eta)). \quad (24)
\]
From this definition and relations (23), it is easy to see that

\[
\theta = \omega \sin (k\eta). \quad \text{-------------------- (25)}
\]

Therefore, the serpenoid function is a curve whose direction angle varies sinusoidally along the distance and shape of the curve depends on the the values of \(\omega, k\) as shown in Fig. 5. By integrating (24) we get the position of any point on the curve as
\[
x(\eta) = \int_0^\eta \sin(\omega \sin (k\tau)) d\tau, \quad y(\eta) = \int_0^\eta \cos(\omega \sin (k\tau)) d\tau. \quad \text{-------------------- (26)}
\]

4.1 Two-wheel cart and serpenoid trace

Before constraining the trace of the motion of the snake robot consider a problem where the trace of the COM of a two-wheel cart is controlled to follow the serpenoid curve.

As it is well known, the two-wheel cart is a nonholonomic system\(^{(2)}(6)\). Here we impose an additional holonomic constraint by a control so as to change the nonholonomic constraints to be integrable such that they become an invariant manifold.

As in Fig. 6, the pair \((x, y)\) denotes the position of the COM, \(\theta\) the orientation of the cart measured from the \(y\) axis and \(\eta\) length of the trace of the COM. Since the wheels cannot slip sideways, we have
\[
\dot{z}C\theta - \dot{y}S\theta = 0 \quad \text{-------------------- (27)}
\]
as a non-integrable velocity constraint. The front castor maintains balance and its effect will be ignored.

The velocity of the trace length \(\dot{\eta}\) satisfies
\[
\dot{z}C\theta + \dot{y}S\theta = \dot{\eta}. \quad \text{-------------------- (28)}
\]
We introduce the following holonomic constraint (control constraint)
\[
\theta(t) = \omega \sin (k\eta(t)) \quad \text{-------------------- (29)}
\]
which will be realized by control. Substituting (28) into the derivative of (29) we obtain another velocity constraint as
\[
\dot{\theta} = \omega k \cos (k\eta) \dot{\eta} = \omega k \cos (k\eta)(\dot{z}C\theta + \dot{y}S\theta). \quad \text{-------------------- (30)}
\]
The Pfaffian form of the velocity constraints (27) and (30) becomes
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Fig. 7. Motion of a four-link snake robot controlled with fixed control error, constrained to a holonomic manifold.

\[ \begin{bmatrix} 0 & 1 \\ -\frac{1}{s \cos(k\eta)} & C\theta & -S\theta \end{bmatrix} \dot{\theta} = 0; \quad q = \begin{bmatrix} \theta \\ x \\ y \end{bmatrix} \]  \hspace{1cm} (31)

The Pfaffian constraint has one dimensional null space for any position, which means that it is involutive\(^{(5)}\). Hence the velocity constraints are integrable and give the first integral

\[ f(q) = c: \quad c \text{ is constant} \]  \hspace{1cm} (32)

which satisfies

\[ \frac{df}{dt} = \frac{\partial f}{\partial \dot{q}} = 0. \]  \hspace{1cm} (33)

This implies that \( f = c \) constructs an invariant manifold and once the trajectory of the motion reaches this manifold it is kept there as long as the control constraint is preserved.

In the present case, we solve the constraints (27) and (28) for \( a, \) and \( v \) to get

\[ \dot{x} = \dot{\eta} \sin(\theta) \]
\[ \dot{y} = \dot{\eta} \cos(\theta) \]

Substituting for \( \theta \) from (29) and integrating yields

\[ f(q) = \left[ x - \int_0^y \sin(\omega \sin(k\eta)) \, dr \right] \left[ y - \int_0^y \cos(\omega \sin(k\eta)) \, dr \right] = \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \]  \hspace{1cm} (34)

as the first integral of (31) and hence the serpenoid curve as a trace of the COM.

4.2 Snake robot and serpenoid trace If we impose the control constraint on the first link of the \( n \)-link snake robot in Fig. 1, the set of \( n \) velocity constraints (4) becomes holonomic and the snake robot with \((n+2)\) degrees of freedom is represented by system with one degree of freedom on one invariant manifold.

Let the orientation of the head be constrained by

\[ \theta_1 = \omega \sin(k\eta_1). \]  \hspace{1cm} (35)

Then we have the serpenoid trace

\[ \begin{align*}
  x_1 &= \int_0^{\eta_1} \sin(\omega \sin(k \eta)) \, dr + c_1, \\
  y_1 &= \int_0^{\eta_1} \cos(\omega \sin(k \eta)) \, dr + c_2
\end{align*} \]  \hspace{1cm} (36)

as an invariant motion of the COM of the first link which together with (14) shows that the tip \((x, y)\) of the head also draws a serpenoid curve.

When (35) holds, using transformation matrix \( G \) defined in (15), the velocity constraints that do not contain \( \dot{\theta}_1 \) any more have a form

\[ \dot{p} = E^T F \dot{w} = E^T F G \cdot \dot{w} = E^T F \begin{bmatrix} l \dot{\theta}_1 \\ \eta_1 \end{bmatrix} \]  \hspace{1cm} (37)

which is equivalent to

\[ \frac{dp}{d\eta_1} = E^T F \begin{bmatrix} k \omega \cos(k \eta_1) \\ 1 \end{bmatrix}, \]  \hspace{1cm} (38)

where \( E^T F G \) is a function of \( p \). Therefore, the constraints are integrable.

We consider a control of the snake robot where the control constraint (35) and a command which directs the robot forward are taken into account. The robot model for a distance control is given by Model II (19). The control constraint and distance control with a reference distance along the curve \( \gamma \)

\[ F_1 = l \dot{\theta}_1 - l \omega \sin(k \eta_1) = 0, \]
\[ F_2 = l \eta_1 - \gamma = 0, \]  \hspace{1cm} (39)

can be realized by the zeroing method as follows\(^{(5)}\).

The differential equations

\[ \dot{\tilde{F}}_1 + \alpha \tilde{F}_1 + \beta F_1 = 0, \]
\[ \dot{\tilde{\eta}}_1 + \tilde{\eta}_1 + \xi (\eta_1 - \gamma) = 0 \]  \hspace{1cm} (40)

where

\[ \tilde{F}_1 = l \dot{\theta}_1 - l \omega \cos(k \eta_1) \dot{\eta}_1, \]
\[ \tilde{F}_1 = l \dot{\theta}_1 - l \omega \cos(k \eta_1) \dot{\eta}_1 + l \omega k^2 \sin(k \eta_1) \dot{\eta}_1^2 \]  \hspace{1cm} (41)

and \( \alpha, \beta, \dot{\theta}, \dot{\xi} \) are positive coefficients, determine the dynamics of convergence of the trace shape to the serpenoid curve and of the distance \( \eta_1 \) to the given distance, respectively.

Define a nonsingular transformation matrix
and multiply the vector 
\[ \begin{bmatrix} \tilde{t}^1_h \\ \tilde{n}_h \end{bmatrix} \]
by \( P \) from the left to get
\[ \begin{bmatrix} \tilde{t}^1_h \\ \tilde{n}_h \end{bmatrix} = P \begin{bmatrix} \tilde{t}^1_h \\ \tilde{n}_h \end{bmatrix} = P^{-1} \left[ \begin{bmatrix} P^{-1} \left[ \begin{bmatrix} \tilde{t}^1_h \\ \tilde{n}_h \end{bmatrix} \right] \right] := K. \] (43)

Substituting from (41) and (40) into (43) yields
\[ \begin{bmatrix} \tilde{t}^1_h \\ \tilde{n}_h \end{bmatrix} = P^{-1} \left[ \begin{bmatrix} \tilde{t}^1_h \\ \tilde{n}_h \end{bmatrix} \right] := K. \] (44)

Next, we substitute (44) into Model II (19) and obtain
\[ \tilde{M} P^{-1} K + (\tilde{C} + \tilde{D}) \begin{bmatrix} \tilde{t}^1_h \\ \tilde{n}_h \end{bmatrix} + \tilde{U} = G F E u. \] (45)

Thus if we choose the control as
\[ u = (G F E) \begin{bmatrix} \tilde{C} + \tilde{D} \\ \tilde{n}_h \end{bmatrix} + \tilde{U} \]
the motion of the robot described by Model II (19) will satisfy (44). This ensures that \( F_1 \rightarrow 0 \) and \( F_2 \rightarrow 0 \).

The parameters \( \omega, k \) of the serpenoid curve are determined so as to minimize the magnitude of input torques required for the creeping motion. They are optimal in the sense that any other choice would result in bigger torque amplitude. Fig. 7 shows the simulation results for a four link robot controlled with the error being fixed to a constant value \( \gamma = -1.4 \) so that the robot travels with the same velocity as in Fig. 3. We can see that the input magnitude is reduced to about 70% of the input in Fig. 3.

Although increasing the number of links further reduces the input requirements, the undulation becomes smaller too, as can be noticed from 4.2 of the optimal values of parameters \( \omega \) and \( k \) for robots with different number of links.

<table>
<thead>
<tr>
<th>number of links</th>
<th>( \omega )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=4</td>
<td>0.76</td>
<td>3.2</td>
</tr>
<tr>
<td>n=6</td>
<td>0.61</td>
<td>4.8</td>
</tr>
<tr>
<td>n=10</td>
<td>0.35</td>
<td>5.4</td>
</tr>
</tbody>
</table>

4.3 Path tracking using serpenoid trace

We would also like to address the topic of tracking a given path here. Since the undulation is an essential characteristic of the snake robot movement, the usual tracking algorithms, such as (41), cannot be applied directly. However, since we can constrain the nonholonomic system to a one dimensional manifold, we can make the snake moving in the desired direction by changing the manifold.

Suppose that the reference position \( \tilde{w}_r = (x_r, y_r) \) and velocity \( \tilde{w}_r (x_r, y_r) \) of the head are available. This information may be provided by a path planner (1). The current position \( \tilde{w} = (x, y) \) of the head can be obtained via odometry.

First, we constrain the motion of the robot to a serpenoid curve where we substitute the optimal values of parameters \( \omega, k \) that minimize the inputs magnitudes (4.2). In the next step we need to adjust the direction in which the snake undulates according to the reference and current position of the head, and to the direction of the reference velocity. Let us denote this control angle by \( \theta_{con} \). Finally, the command that directs the robot forward must correspond to a magnitude of the reference velocity and to the distance from the head to the reference position.

According to these consideration the constraints (39) are rewritten as
\[ F_1 = \omega \sin(k\tilde{n}_h) + \theta_{con} = 0, \quad \ldots \] (47)

As shown in Fig. 8, the control angle \( \theta_{con} \), added to the first control constraint, is computed from a direction of the reference velocity and the direction from the head to the reference position. This may be formally written as
\[ \theta_{con} = \alpha \tan(2(\tilde{y}_r - y) + \delta_2 \tilde{y}_r, [(x_r - x) + \delta_2 \tilde{x}_r]), \] (48)

where the function \( \tan(2(y, x)) \) stands for a four quadrant inverse tangent function and \( \delta_2 \) is a positive control parameter.

The velocity of the snake is determined by the second constraint (47), where \( e_r \) is a distance between the current and reference position of the robot's head, defined as follows
\[ e_r = (x_r - x) \sin(\theta_{con}) + (y_r - y) \cos(\theta_{con}) \] (49)

and \( \delta_1 \) is a positive control parameter.

Using the zeroing method in the same way as in the previous subsection, we obtain a control law similar to (46). The robot then follows the reference trajectory as shown in Fig. 9.

5. Conclusion

Considering a snake-like robot consisted of rigid links...
and free wheels, we have developed several control methods based either on Lyapunov method or on variable constrained control. Further on, we have focused on minimizing the magnitude of the input torque required for traveling with prescribed velocity. The benefit of constraining a nonholonomic system to a one-dimensional manifold was demonstrated on a simple tracking example. We are now carrying out experiments with a mechanical model of the snake robot. Further steps will include reformulating the nonholonomic nonslipping constraints so that the normal force acting on the wheel must not exceed force arising from friction with ground.
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Appendix

Proof of Lemma 2
It can readily be seen that \( \dot{M}_{22} = 0 \) and thus

\[
\begin{align*}
\dot{M} &= \dot{F}^T M_{11} F + (\dot{F}^T M_{12} F + F^T M_{12} \dot{F}) + (\dot{F}^T M_{12} F + M_{12}^T \dot{F}) + (\dot{F}^T M_{12} F + F^T M_{12} + M_{12}^T F) \\
&= F^T (M_{11} F - F^T M_{11} F) + (\dot{F}^T M_{12} - M_{12}^T \dot{F}) + F^T (M_{11} - 2C_1) F + \gamma. \tag{A1}
\end{align*}
\]

Then compute

\[
\begin{align*}
\dot{M} - 2\dot{C} &= (\dot{F}^T M_{11} F - F^T M_{11} \dot{F}) + (\dot{F}^T M_{12} - M_{12}^T \dot{F}) + F^T (M_{11} - 2C_1) F + \gamma, \tag{A2}
\end{align*}
\]

where

\[
\gamma = F^T M_{12} + (M_{12}^T - 2C_2) F.
\]

According to Lemma 1, the third term term in (A2) is skew symmetric and thus we only need to show that \( \gamma \) is skew symmetric too. However, that follows from the second part of Lemma 1 and thus \( \dot{M} - 2\dot{C} \) is skew symmetric.

\( \square \)

Proof of Lemma 4
Rewrite the equation (5) in the term of relative angle \( p \) and absolute angle of the first link \( \theta_1 \) as

\[
\begin{bmatrix}
\dot{1} \\
la_{12} \\
la_{13} \\
\vdots \\
la_{1n}
\end{bmatrix}
\begin{bmatrix}
0 \\
l \\
la_{22} \\
\vdots \\
la_{2n}
\end{bmatrix}
\begin{bmatrix}
\dot{1} \\
\dot{2} \\
\vdots \\
\dot{n}
\end{bmatrix}
\]

\[
\begin{bmatrix}
-C\theta_1 & S\theta_1 \\
-C\theta_2 & S\theta_2 \\
\vdots & \vdots \\
-C\theta_n & S\theta_n
\end{bmatrix}
\begin{bmatrix}
\dot{1} \\
\dot{2} \\
\vdots \\
\dot{n}
\end{bmatrix}
\]

where \( \eta_i = 2 \sum_{j=1}^{i-1} C_{kj} + 1 \) and we have used the relation between absolute angles \( \theta \) and relative angles \( p \). Next substitute for \( \theta_1 \) from the first row. After deleting the first row we obtain
\[
\begin{bmatrix}
1 & a_{23} & 1 \\
\vdots & \ddots & \vdots \\
\vdots & \ddots & \vdots \\
-a_{2n} & \ldots & a_{n(n-1)n} & 1 \\
-C\theta_2 + a_{12}C\theta_1 & S\theta_2 - a_{12}S\theta_1 \\
-C\theta_3 + a_{13}C\theta_1 & S\theta_3 - a_{13}S\theta_1 \\
\vdots & \vdots & \vdots & \vdots \\
-C\theta_n + a_{1n}C\theta_1 & S\theta_n - a_{1n}S\theta_1
\end{bmatrix} \begin{bmatrix} \dot{p} \\ \dot{\theta}_1 \\ \vdots \\ \dot{\theta}_n \end{bmatrix} = \begin{bmatrix} 0 \\ \vdots \\
-C\theta_n + a_{1n}C\theta_1 & S\theta_n - a_{1n}S\theta_1
\end{bmatrix} \begin{bmatrix} \dot{\theta}_1 \\ \vdots \\ \dot{\theta}_n \end{bmatrix} \\
\text{or, shortly,} \\
A\dot{p} = Bw; \quad \dot{p} = A^{-1}Bw. \quad \text{(A4)}
\]

Since the matrix \( A \) is nonsingular for any \( \theta_i \) and thus also for any \( p \), we only need to analyze the matrix \( B \).

Rank of a matrix does not change after multiplying by any nonsingular matrix, so we multiply \( B \) by transformation matrix \( G \) defined in (15) from the right and analyze the rank of

\[
\hat{B}_n = \begin{bmatrix}
C_{21} - a_{12} & S_{21} \\
C_{31} - a_{13} & S_{31} \\
\vdots \\
C_{n1} - a_{1n} & S_{n1}
\end{bmatrix} \quad \text{(A5)}
\]

instead. Notice that \( \hat{B}_n \) does not contain \( \theta_1 \) and its rank thus depend only on relative angles, i.e., singular postures depend on the robot's shape, not the orientation.

The statement of Lemma 4 will be proven by induction for any number of links \( n \geq 3 \).

- For \( n = 3 \), the determinant of matrix \( \hat{B}_3 \)
  \[
  \hat{B}_3 = \begin{bmatrix}
C_{21} - (2C_{12} + 1) & S_{21} \\
C_{31} - (2C_{13} + 2C_{23} + 1) & S_{31}
\end{bmatrix}
\]
  is after some calculation
  \[
  |\hat{B}_3| = S_{21}(C_{31} + 1 + 2C_{23}) - S_{31}(C_{21} + 1) = \sin(p_1)(\cos(p_1) + p_2 - 2) + 2 \cos(p_2)
  \]
  \[
  = \sin(p_1) + \cos(p_1) + 1 + 2 \cos(p_2)
  \]
  \[
  \text{Now we look for } p \text{ such that } |\hat{B}_3| = 0. \text{ It can be readily seen that for } (p_1 \neq \pm \pi, p_2 \neq \pm \pi) \text{ we can solve an equation}
  \]
  \[
  \frac{\sin(p_1)}{1 + \cos(p_1)} = \frac{\sin(p_2)}{1 + \cos(p_2)} \quad \text{(A7)}
  \]
  \[
  \text{to get}
  \]
  \[
  p_1 = p_2 \quad \text{and} \quad (p_1 \neq \pm \pi, p_2 \neq \pm \pi). \quad \text{(A8)}
  \]

- Suppose that Lemma 4 is valid for some number of links \( (k - 1) \geq 3 \). Then we do not need to compute the whole determinant of the matrix \( \hat{B}_k \)
  \[
  \hat{B}_k = \begin{bmatrix}
C_{21} - (2C_{12} + 1) & S_{21} \\
C_{31} - (2C_{13} + 2C_{23} + 1) & S_{31} \\
\vdots \\
C_{k1} - (2C_{1k} + 2C_{2k} + \ldots + 1) & S_{k1}
\end{bmatrix}
\]
  since \( \text{rank} \hat{B}_k = 1 \text{ for } p = p_1 = p_2 = \ldots = p(k - 2) \neq \pm \pi. \text{ Thus in order to obtain the value of } p_{k-1} \text{ for which the whole matrix } \hat{B}_k \text{ drops rank, it is sufficient to calculate a determinant of a submatrix constructed by adding an arbitrary row } i, i < k - 1 \text{ to the } k - 1 \text{th one. We will use the first row and compute the determinant}
  \]
  \[
  \begin{bmatrix}
|B_k^i| = S_{21}(C_{k1} + 1 + 2C_{2k} + 2C_{2k} + \ldots + 2C_{(k-1)k}) + S_{k1}(C_{12} + 1) \\
- \sin((k - 2)p + p_{k-1}) \cos(p) \\
- \sin((k - 2)p + p_{k-1}) \\
+ \sin(p) + 2 \cos((k - 3)p + p_{k-1}) \sin(p) \\
+ 2 \cos((k - 4)p + p_{k-1}) \sin(p) + \ldots \\
- 2 \cos(p_{k-1}) \sin(p)
\end{bmatrix} \begin{bmatrix}
\sin(p) - \sin(p_{k-1}) + \sin(p) \cos(p_{k-1}) \\
- \cos(p) \sin(p_{k-1})
\end{bmatrix} \quad \text{(A9)}
\]
  \]
  \[
  \text{It can be seen that } |B_k^i| = 0 \text{ for}
  \]
  \[
  p = p_1 = p_2 = \ldots = p_{k-1} (p \neq \pm \pi). \quad \text{(A10)}
  \]

- Since Lemma 4 is valid for \( n = k \) provided it is valid for \( n = k - 1 \) and we have proven it for \( n = 3 \) we conclude that it is valid for all \( n \geq 3 \).

\textbf{Proof of Lemma 5}

We need to analyze

\[
\dot{\theta}_1 = \frac{1}{l}(-C\theta_1, S\theta_1)w; \quad \text{(A11)}
\]

\[
p = E^TFG.Gw = E^TF_A^{-1}F_BG.Gw. \quad \text{(A12)}
\]

where matrix \( G \) was defined in (15) and \( w = (v_x, v_y)^T = \text{const}. \)

As for (A11), the equilibrium \( \dot{\theta}_1 \) must satisfy \( (-C\theta_1, S\theta_1) \) from which we get tan\(\dot{\theta}_1\) = \(\frac{v_y}{v_x}\). Since \(e_1 = \dot{\theta}_1 - \dot{\theta}_1\) satisfies

\[
\dot{e}_1 = \frac{1}{l}(C\theta_1, S\theta_1 + e_1)w = \frac{v_y}{l}e_1 \quad \text{(A13)}
\]

by the first approximation, \( \dot{\theta}_1 \) is stable, provided \( v_y < 0. \)

Now we analyze (A12). First we compute

\[
Gw = \begin{bmatrix} 0 & 0 & 0 \\ S\theta_1 v_x + C\theta_1 v_y & 0 & 1 \\ v_y & \frac{v_y}{C\theta_1}
\end{bmatrix} \begin{bmatrix} 0 & 0 & 0 \\ \vdots \\ v_y & \frac{v_y}{C\theta_1}
\end{bmatrix} \quad \text{(A14)}
\]

when \( \theta = \dot{\theta}_1 \). Next, in (A12), since

\[
F_BG = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ \vdots \\ \sin(p_{n-1}) & \sin(p_{n-1}) & \sin(p_{n-1})
\end{bmatrix} \quad \text{(A15)}
\]
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and $E^T P_A^{-1}$ has the form

$$
E^T P_A^{-1} = \begin{bmatrix}
* & 1 \\
* & * & * & 1 \\
* & * & 0 & C(p),
\end{bmatrix}
$$

where $*$ stands for a combination of cosine functions of $p_i$, we get

$$
E^T P_A^{-1} = \begin{bmatrix}
* & 1 \\
* & * & * & 1 \\
* & * & 0 & 0
\end{bmatrix}
$$

From (A17) we see that vector of relative angles $p$ satisfying $\sin(\pi) = k_i \pi$ is an equilibrium point. Using approximation $\cos(\pi) = 1$, $\sin(\pi) = \pi$ around $p_i = 0$ we get

$$
\dot{p} = \frac{C(p)}{i} \begin{bmatrix}
\sin p_1 \\
\vdots \\
\sin p_{n-1}
\end{bmatrix} v_h. \quad \text{(A17)}
$$

From (A17) we see that vector of relative angles $p$ satisfying $\sin(\pi) = k_i \pi$ is an equilibrium point. Using approximation $\cos(\pi) = 1$, $\sin(\pi) = \pi$ around $p_i = 0$ we get

$$
\dot{p} = \frac{v_h}{i} C(0)p. \quad \text{(A18)}
$$

Since the eigenvalues of $C(0)$ are all equal to $1$, $p = 0$ is a stable if and only if $v_h < 0$ which together with condition $v_y < 0$ yield $\text{CB}_1 > 0$.

---
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