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This paper addresses the joint limit avoidance problem in kinematic control of redundant manipulators. A kinematically redundant manipulator has more Degrees of Freedom (DOFs) than are required to perform a given task. An inverse kinematic problem for such a manipulator admits an infinite number of solutions. In its kinematic control, by utilizing the redundant DOFs of the solutions, we can compose a primary task in consideration of a constraint condition. We usually select one of the solutions by introducing a Performance Criterion Function (PCF). The PCF performs a secondary task that has no effect on a primary task. Thus, we can introduce, e.g., joint limit avoidance as a secondary task to the design of a PCF. However, it is hard to perform joint limit avoidance in the case where a joint behaves in the close vicinity of the limit. In this paper, we propose a new PCF for avoiding joint limits. The main feature of the function is to admit the joint range of motion maximally. We adopt the proposed function in the gradient projection method to obtain the redundancy resolution. The effectiveness of the function is demonstrated by both numerical and experimental results. The differences among the proposed and conventional functions are also discussed.
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1. Introduction

Almost all robotic systems are practically subject to some physical constraints such as actuator saturation, joint limits, and task feasible region. If the constraints are not considered in designing a controller, it can deteriorate performance of the control system drastically and, at worst, lead to instability and breakdown of the system. Thus, it is inherently important to consider the constraints of practical robotic systems.

A manipulator with more Degrees of Freedom (DOFs) than are required to perform a given task, e.g., at the end-effector, is called a (kinematically) redundant manipulator. The redundant manipulator is a control object that it is relatively easy to consider the constraints in its control. The redundant DOFs provide the task execution with flexibility and adaptability. We can obtain a joint motion from a task motion by solving the so-called inverse kinematic problem. However, the problem for a redundant manipulator admits an infinite number of solutions. In Ref. (1), the redundant DOFs in the solutions have been resolved by the Gradient Projection Method (GPM)\textsuperscript{4)} so as to maximize a given Performance Criterion Function (PCF), which means that the secondary task is executed according to the PCF. The secondary task has no effect on a primary task, because the secondary task is executed in the null space of the primary task. We can build a desired secondary task which satisfies a constraint condition into a PCF. The secondary task which has performed so far is to avoid obstacles\textsuperscript{5)(6)}, kinematic singularities\textsuperscript{5)(7)}, and joint limits\textsuperscript{5)(7)}\textsuperscript{14)}\textsuperscript{15)}, to improve the manipulability\textsuperscript{17)}, to minimize each joint torque\textsuperscript{18)(19)}, etc.

This paper focuses on avoiding joint limits as the secondary task. By surveying the literature related to this problem, we can classify the conventional PCFs into the following two groups on the basis of their profiles:

- a) a function whose profile is convex upward within joint range of motion and which has discontinuity at each joint limit,
- b) another function whose profile is approximately convex upward but which is almost flat within joint range of motion and also is continuous even at joint limits\textsuperscript{1}.\

The former is negative concept because we cannot utilize the joint range of motion effectively. The latter has potential to exceed joint limits essentially, i.e., does not work as hard limits at all. In the near future, many robots will be introduced into human-centered environments. For such robots, more dynamic, flexible and complex motion would be required, and also we need to construct a framework so as to hold physical constraints for joints and so as to move joints effectively.

In this paper we propose a new PCF for avoiding joint
\textsuperscript{1} To put it another way, the whole profile looks like the vertical section view of an upside-down "pan".
limits of redundant manipulators. The main feature of this function is to admit the joint range of motion maximally. We show the specification and one concrete candidate of the PCF. The differences among the proposed and conventional functions are moreover discussed from the viewpoint of the definition. We adopt the proposed function into the GPM to obtain the redundancy resolution. The effectiveness of the function is shown through an example that a three-DOF planar manipulator performs a two-DOF end-effector task. The performance of the proposed method is evaluated in comparison with the conventional ones. A preliminary version of this paper was presented in Refs. (21) and (22). Also, their application to visual servoing was presented in Refs. (23) and (24).

The rest of the paper is organized as follows. Section 2 recalls the inverse kinematics of redundant manipulators and one of the solutions, the GPM. In Sect. 3, a new PCF for the redundancy resolution is presented. In Sects. 4 and 5, we provide numerical and experimental results. Finally, in Sect. 6, the main contributions and the future works of the paper are summarized.

2. Preliminaries

In this paper, we consider the case where an \( n \)-DOF manipulator with \( n \) actuated (active) joints executes an \( m \) \((< n)\)-DOF primary task. This section briefly recalls the inverse kinematics of redundant manipulators and one of the solutions, the GPM (1). We also survey the related works for avoiding joint limits in this framework.

2.1 Inverse Kinematics of Redundant Manipulators

Let \( \mathbf{q} \in \mathbb{R}^n \) and \( \mathbf{r} \in \mathbb{R}^m \) be the joint vector and the task vector, respectively. From the geometric relationship, the both are related as follows:

\[
\mathbf{r} = \mathbf{h}(\mathbf{q}).
\]

Differentiating Eq. (1) with respect to time gives the forward kinematics

\[
\dot{\mathbf{r}} = \frac{\partial \mathbf{h}}{\partial \mathbf{q}} \mathbf{q} + J(q) \mathbf{q}.
\]

The matrix \( J \in \mathbb{R}^{m \times n} \) is the so-called task Jacobian matrix. The inverse kinematics is to solve Eq. (2) with respect to \( \mathbf{q} \). Here we cannot use the inverse of \( J \) because \( J \) is not square. Usually, regarding the inverse kinematics as to solve

\[
\min_{\mathbf{q}} \| \dot{\mathbf{r}} - J(\mathbf{q}) \mathbf{q} \|
\]

we obtain the general solution

\[
\mathbf{q} = J^+(\mathbf{q}) \dot{\mathbf{r}} + \mathbf{J}^+(\mathbf{q}) \phi,
\]

where \( J^+ = (JJ^T)^{-1} \) denotes the pseudo-inverse of \( J \). \( \mathbf{J} = I_n - \mathbf{J}^+ \mathbf{J} \in \mathbb{R}^{n \times n} \) is the orthogonal projection operator into the null-space of \( J \), i.e., \( \ker \mathbf{J} \), and \( \phi \in \mathbb{R}^n \) is an arbitrary vector. There exists an infinite number of solutions in Eq. (4) for arbitrary \( \phi \). Note that a solution \( \mathbf{q} \) which satisfies \( \min_{\mathbf{q}} \| \dot{\mathbf{r}} - J(\mathbf{q}) \mathbf{q} \| \) in addition to Eq. (3) is equal to the one that \( \phi = 0 \) in Eq. (4).

2.2 Gradient Projection Method

The solution \( \mathbf{q} \) in Eq. (4) has redundancy, so we need to resolve it. Liégeois (12) has proposed a redundancy resolution scheme so as to maximize a given PCF using the GPM (2). This scheme gives the solution

\[
\mathbf{q} = J^+(\mathbf{q}) \dot{\mathbf{r}} + \mathbf{J}^+(\mathbf{q}) \left( \frac{\partial \mathbf{V}}{\partial \mathbf{q}} \right)^T
\]

where \( \mathbf{V} \) is a PCF and \( k_r (>0) \) is a scalar parameter. This equation is equal to Eq. (4) with \( \phi = k_r (\partial \mathbf{V}/\partial \mathbf{q})^T \).

Now we suppose that the primary task is to track a desired trajectory \( \mathbf{r}^d \) and the secondary one is to avoid joint limits. Then, on the basis of Eq. (5), a desired joint velocity \( \dot{\mathbf{q}}^d \) is described as

\[
\dot{\mathbf{q}}^d = J^+(\mathbf{q}) \dot{\mathbf{r}}^d + \mathbf{J}^+(\mathbf{q}) \left( \frac{\partial \mathbf{V}}{\partial \mathbf{q}} \right)^T
\]

Note that Eq. (6) includes \( k_r \) in \( \mathbf{V} \) for the sake of the following discussion. We need to select \( \mathbf{V} \) appropriately so as to achieve joint limit avoidance as the secondary task.

2.3 Related Works for Avoiding Joint Limits

We have surveyed the related works which treat joint limit avoidance as the secondary task. As a result, PCFs \( \mathbf{V} \) which have been proposed for avoiding joint limits (13–17, 25, 26) are roughly classified into the following four typical types:

1) Liégeois-type function

The authors’ knowledge, a PCF for avoiding joint limits was first proposed by Liégeois (1). The Liégeois’s function is described as

\[
\mathbf{V}(\mathbf{q}) = -k_r \sum_{i=1}^{n} \left( \frac{q_i - q_i^{\text{mid}}}{\Delta q_i} \right)^2
\]

where \( q_i^{\text{max}}, q_i^{\text{min}} \) are the upper and lower limits of the \( i \)-th joint, \( q_i^{\text{mid}} := (q_i^{\text{max}} + q_i^{\text{min}})/2 \), and \( \Delta q_i := q_i^{\text{max}} - q_i^{\text{min}} \), respectively.

2) Tsai-type function

Tsai (19) proposed the following PCF based on the exponential function:

\[
\mathbf{V}(\mathbf{q}) = 1 - \exp \left( k_r \sum_{i=1}^{n} \frac{(q_i - q_i^{\text{max}})(q_i - q_i^{\text{min}})}{\Delta q_i^2} \right)
\]

Nelson et al. (20) multiplied this function by the manipulability (27) to implement simultaneous avoidance of joint limits and kinematic singularities in an application to visual servoing.

3) Zghal-type function

The following PCF was proposed by Zghal, et al. (28):

\[
\mathbf{V}(\mathbf{q}) = -\frac{1}{4} k_r \sum_{i=1}^{n} \left( q_i - q_i^{\text{max}} \right) \left( q_i - q_i^{\text{min}} \right)
\]

Chan et al. (11) introduced the PCF (9) not to the GPM but

\[\text{When } k_r \text{ is defined to be a negative number, Liégeois’s scheme is also regarded as the redundancy resolution to minimize a given PCF.}\]

\[\text{As one of algorithmic approaches in the related studies, the Saturation in the Null Space (SNS) method was recently proposed by Flacco, et al. (25). We here do not include the SNS method in the classification of the conventional PCFs, because this method does not use an explicit PCF. In the SNS method, solving a quadratic programming problem numerically under hard joint constraints that may saturate during motion achieves joint limit avoidance.}\]
to the Weighted Least-Norm (WLN) solution \(^{20}\). Also, an algorithm proposed in Ref. (11) allows the weighted matrix not to be constant but to be switched according to the variation of the gradient of the PCF. Recently, Atawneh, et al. \(^{27}\) applied the prescribed performance control method \(^{28}\) to controlling redundant robots in order to achieve joint limit avoidance. In its design, the following natural logarithmic function is used:

\[
V(q) = -\frac{1}{2} k_r \sum_{i=1}^{n} \ln \left( 1 + \frac{d_i - q_i^{\text{max}}}{b_i} \right)
\]

where \(b_i := \Delta q_i / 2\). This PCF is defined only within joint range of motion, but has common features with Eq. (9), which is therefore categorized as the Zghal-type function.

4) Marchand-type function  
Marchand, et al. \(^{12}\) proposed the following switched PCF:

\[
V(q) = \begin{cases} 
-\frac{1}{2} k_r \sum_{i=1}^{n} \frac{(q_i - q_i^{\text{max}})^2}{\Delta q_i}, & \text{if } q_i > q_i^{\text{max}} \\
-\frac{1}{2} k_r \sum_{i=1}^{n} \frac{(q_i - q_i^{\text{min}})^2}{\Delta q_i}, & \text{if } q_i < q_i^{\text{min}} \\
0, & \text{otherwise} 
\end{cases}
\]

where \(q_i^{\text{max}} := q_i^{\text{max}} - \rho \Delta q_i, \; q_i^{\text{min}} := q_i^{\text{min}} + \rho \Delta q_i, \; \rho \in (0, 1/2)\). Chaumette et al. \(^{13}\) pointed out some problems on \(k_r\) usually determined by trial and error, and proposed an iterative solution instead of the GPM. Mansard et al. \(^{14}\) also proposed a solution that increases DOFs of the secondary task to improve control performance for achieving the task. Moreover, Marey et al. \(^{15-16}\) proposed a new large projection operator by defining the primary task as the norm of the total error, and developed a switching strategy and an adaptive gain function to give an adequate solution. The solutions exploit the PCF (10) to implement joint limit avoidance in an application to visual servoing.

The profiles of the four PCFs on \(q_i\) are shown in Fig. 1. The value of each \(k_r\) is appropriately selected so as to be comparable with the four functions. We can find the following features from each definition and Fig. 1:

- Every PCF except the Marchand-type function is convex upward, which has its maximal value at the midpoint in joint range of motion.
- Every PCF except the Zghal-type function is continuous on joint limits.

The former feature means that a joint variable converges to the midpoint in joint range of motion. A PCF which has such feature is expected to avoid joint limits, but it is negative concept because we cannot exploit the joint range of motion effectively. The latter feature indicates that a joint variable potentially exceeds its limit depending on the selection of \(k_r\), the desired joint trajectories which achieve the primary task, and so on.

3. Maximal Admission of Joint Range of Motion

As stated in Sect. 2.3, joint limit avoidance using the conventional PCF may be negatively achieved or may fail. So, it is difficult to achieve joint limit avoidance, e.g., in the case where a joint variable behaves in the close vicinity of the limit. In this section a new PCF for avoiding joint limits is proposed. We show the definition and one concrete candidate. We also compare the proposed and conventional functions from the viewpoint of their definitions.

3.1 Performance Criterion Function for Admitting Joint Range of Motion Maximally  
Supposing a challenging situation that can be hard for the conventional functions to treat, we give an original concept for the joint limit avoidance problem. The concept is to avoid joint limits strictly and to utilize the joint range of motion maximally. Let us call this concept maximal admission of joint range of motion. The conditions that a PCF for admitting the joint range of motion maximally, \(V(q) = k_r \sum_{i=1}^{n} V_i(q_i)\), should satisfy are defined as follows:

i) Let \(N_i^{\text{max}} := \{ q_i \mid q_i^{\text{max}} \leq q_i < q_i^{\text{max}} \}\) and \(N_i^{\text{min}} := \{ q_i \mid q_i^{\text{min}} < q_i \leq q_i^{\text{min}} \}\), where \(q_i^{\text{max}}\) and \(q_i^{\text{min}}\) are the upper and lower limits on the \(i\)-th joint, \(q_i^{\text{max}} := q_i^{\text{max}} - \rho \Delta q_i, \; q_i^{\text{min}} := q_i^{\text{min}} + \rho \Delta q_i, \; \rho \in (0, 1/2)\), and \(\Delta q_i \) := \(q_i^{\text{max}} - q_i^{\text{min}}\), respectively. Function \(V_i(q_i)\) satisfies

\[
\frac{dV_i}{dq_i} \rightarrow \begin{cases} 
-\infty & \text{as } q_i \rightarrow q_i^{\text{max}} - 0 \\
0 & \text{as } q_i \rightarrow q_i^{\text{max}} + 0 
\end{cases}, \quad \text{for } q_i \in N_i^{\text{max}}
\]

and

\[
\frac{dV_i}{dq_i} \rightarrow \begin{cases} 
0 & \text{as } q_i \rightarrow q_i^{\text{min}} - 0 \\
\infty & \text{as } q_i \rightarrow q_i^{\text{min}} + 0 
\end{cases}, \quad \text{for } q_i \in N_i^{\text{min}}.
\]

ii) Let \(M_i := \{ q_i \mid q_i^{\text{min}} < q_i < q_i^{\text{max}} \}\). For \(q_i \in M_i = (N_i^{\text{max}} + N_i^{\text{min}})\), function \(V_i(q_i)\) satisfies \(\frac{dV_i}{dq_i} \frac{d\theta_i}{dq_i} = 0\).

Figure 2 shows the schematic representation of an ideal PCF which satisfy both Conditions i) and ii). We introduce the region for avoiding joint limits at the neighborhood of the limits in the same way as in Ref. (12). Condition i) means avoiding each joint limit only in the region. On the other hand, Condition ii) means performing only the primary task (i.e., doing nothing as the secondary task) everywhere except in the region.
Liégeois-type function (7) and Tsai-type function (8) satisfy neither Condition i) nor ii). The Zghal-type function (9) satisfies Condition i) but does not satisfy Condition ii). The Marchand-type function (10) does not satisfy Condition i) but satisfies Condition ii). Accordingly, all the conventional PCFs (7)-(10) do not satisfy both Conditions i) and ii).

3.2 Tangent-based Candidate Condition i) requires an upward-convex function bounded with respect to \( q_i \). Although such a function exists variably, we focus on the boundedness of the tangent function with respect to the domain of definition. We here propose the following tangent-based function as one candidate of PCFs which satisfies the above Conditions i) and ii):

\[
V(q) = k_i \sum_{i=1}^{n} V_i(q_i),
\]

\[
V_i(q_i) = \begin{cases} 
\tan^{-1}(\alpha_i(q_i - \bar{q}_i^{\text{max}})), & \text{if } q_i \in N_i^{\text{max}} \\
\tan^{-1}(\alpha_i(q_i - \bar{q}_i^{\text{min}})), & \text{if } q_i \in N_i^{\text{min}} \\
0, & \text{otherwise}
\end{cases}
\]

\( (j = 2, 4, 6, \ldots, \ldots) \) \hspace{1cm} (11)

where \( \alpha_i := \pi/(2\rho\Delta q_i), \) \( k_i \) and \( \rho \) are two tuning parameters. This function is designed by splitting a tangent function raised to the even-number-th power into two parts horizontally and then inserting a line segment between them so as to reconnect them. Differentiating Eq. (11) with respect to \( q_i \), the gradient vector is derived as follows:

\[
\begin{align*}
\frac{\partial V}{\partial q} &= \left[ \frac{\partial V}{\partial q_1} \ldots \frac{\partial V}{\partial q_n} \right] \\
&= \left[ \frac{dV}{dq_1} \ldots \frac{dV}{dq_n} \right], \\
\frac{dV_i}{dq_i} &= \begin{cases} 
-jk_i \alpha_i \tan^{-1}(\alpha_i(q_i - \bar{q}_i^{\text{max}})) / \cos^2(\alpha_i(q_i - \bar{q}_i^{\text{max}})), & \text{if } q_i \in N_i^{\text{max}} \\
jk_i \alpha_i \tan^{-1}(\alpha_i(q_i - \bar{q}_i^{\text{min}})) / \cos^2(\alpha_i(q_i - \bar{q}_i^{\text{min}})), & \text{if } q_i \in N_i^{\text{min}} \\
0, & \text{otherwise}
\end{cases}
\end{align*}
\]

\( \) \hspace{1cm} (12)

The profiles of the proposed function and its gradient are depicted in Fig. 3. Using \( \alpha(q_i - \bar{q}_i^{\text{max}}) = \pi(q_i - \bar{q}_i^{\text{max}})/(2\rho\Delta q_i) \rightarrow \pi/2 \) as \( q_i \rightarrow \bar{q}_i^{\text{max}} \) and \( \alpha(q_i - \bar{q}_i^{\text{min}}) = \pi(q_i - \bar{q}_i^{\text{min}})/(2\rho\Delta q_i) \rightarrow -\pi/2 \) as \( q_i \rightarrow \bar{q}_i^{\text{min}} \), it follows from Eq. (12) that \( \lim_{q_i \rightarrow \bar{q}_i^{\text{max}}-0} dV_i/dq_i = -\infty \), \( \lim_{q_i \rightarrow \bar{q}_i^{\text{max}}-0} dV_i/dq_i = \lim_{q_i \rightarrow \bar{q}_i^{\text{min}}-0} dV_i/dq_i = 0 \), and \( \lim_{q_i \rightarrow \bar{q}_i^{\text{max}}-0} dV_i/dq_i = \infty \). So, it is certain that the gradient (12) satisfies both Conditions i) and ii).

**Remark 1** Differentiating each element of the gradient vector (12) with respect to \( q_i \), we obtain Eq. (13). When \( j = 2 \), it follows from Eq. (13) that \( \lim_{q_i \rightarrow \bar{q}_i^{\text{max}}-0} d^2V_i/dq_i = \lim_{q_i \rightarrow \bar{q}_i^{\text{min}}-0} d^2V_i/dq_i = -2k_i \alpha_i^2 \neq 0 \). This means that \( d^2V_i/dq_i^2 \) is discontinuous at \( q_i = \bar{q}_i^{\text{max}}, \bar{q}_i^{\text{min}} \) in \( M_i \), i.e., \( dV_i/dq_i \) is a C^0-function in \( M_i \), as shown in Fig. 4(a). On the other hand, when \( j = 4, 6, \ldots \), it follows from Eq. (13) that \( \lim_{q_i \rightarrow \bar{q}_i^{\text{max}}-0} d^2V_i/dq_i = 0 \) and \( \lim_{q_i \rightarrow \bar{q}_i^{\text{min}}-0} d^2V_i/dq_i = 0 \). This means that \( d^2V_i/dq_i^2 \) is continuous in \( M_i \), i.e., \( dV_i/dq_i \) is a C^1-function in \( M_i \), as shown in Fig. 4(b), (c).

In this paper we adopt the proposed tangent-based function (11) in Eq. (6) based on the GPM. Consequently, we obtain a desired joint velocity trajectory \( \dot{q}^d \) so as to achieve simultaneously tracking a desired trajectory \( \rho^d \) as the primary task and admitting the joint range of motion maximally as the secondary task. The desired joint trajectory \( \dot{q}^d \) is calculated by a step-by-step integration of \( \dot{q}^d \), such as the Euler method and the Runge-Kutta method. Note that the proposed tangent-based function can also adopt the other solution, e.g.,
the WLN solution\cite{WLN}, the Chaumette et al.'s iterative solution\cite{Chaumette}, the Mansard et al.'s solution\cite{Mansard}, etc.

In the following two sections, we show the effectiveness of the proposed tangent-based function through a simulation and an experiment.

4. Simulation

This section shows a numerical example to evaluate kinematic control using the proposed tangent-based function. The proposed function is also compared with the conventional functions.

Consider a three-DOF planar manipulator (n = 3) depicted in Fig.5. Each joint is rotational joint actuated by an actuator, such as a DC servo motor. The primary task is to track a desired trajectory at the end-effector (m = 2). Let \( q = [q_1, q_2, q_3]^\top \) and \( r = [r_1, r_2]^\top = [x, y]^\top \) be the joint angle vector and the task vector, i.e., the position vector of the end-effector. Then \( h \) in Eq. (1) and \( J \) in Eq. (2) are

\[
\begin{align*}
\mathbf{h}(q) &= \begin{bmatrix} \ell_1 C_1 + \ell_2 C_{12} + \ell_3 C_{123} \\ \ell_1 S_1 + \ell_2 S_{12} + \ell_3 S_{123} \\ -\ell_2 S_1 - \ell_2 S_{12} - \ell_3 S_{123} \\ \ell_2 C_1 + \ell_2 C_{12} + \ell_3 C_{123} \\ -\ell_2 S_{12} - \ell_2 S_{123} - \ell_3 S_{123} \\ \ell_2 C_{12} + \ell_2 C_{123} + \ell_3 C_{123} \end{bmatrix}, \\
\mathbf{J}(q) &= \begin{bmatrix} \ell_1 C_1 + \ell_2 C_{12} + \ell_3 C_{123} \\ \ell_1 S_1 + \ell_2 S_{12} + \ell_3 S_{123} \\ \ell_2 C_1 + \ell_2 C_{12} + \ell_3 C_{123} \\ -\ell_2 S_1 - \ell_2 S_{12} - \ell_3 S_{123} \\ \ell_2 C_{12} + \ell_2 C_{123} + \ell_3 C_{123} \end{bmatrix}.
\end{align*}
\]

where \( \ell_i, i = 1, 2, 3 \) denotes the length of each link, \( S_{ijk} := \sin(q_i + q_j + q_k) \) and \( C_{ijk} := \cos(q_i + q_j + q_k) \), respectively. Note that the manipulator configures kinematic singularities when \( (q_2, q_3) = (\pm \alpha \pi, \pm \beta \pi) \), \( \forall \alpha, \beta \in \mathbb{Z} \).

We adopt the following third-order time polynomial trajectory as the desired trajectory at the end-effector:

\[
\mathbf{r}^d(t) = \begin{bmatrix} a_{10} + a_{11} t + a_{12} t^2 + a_{13} t^3 \\ a_{20} + a_{21} t + a_{22} t^2 + a_{23} t^3 \end{bmatrix}, \\
\]

where the coefficients are \( a_{10} = r_1(0), a_{11} = \dot{r}_1(0), a_{12} = (1/t_f^2)(3(r_1(t_f) - r_1(0)) - 2r_1(0)) + \dot{r}_1(t_f), a_{13} = (1/t_f^3)(-2(r_1(t_f) - r_1(0)) + \dot{r}_1(t_f) + \ddot{r}_1(0)) t_f \), and \( t_f \) is the terminal time, respectively. Giving an initial conditions \( \mathbf{r}(0), \dot{\mathbf{r}}(0) \) and a terminal conditions \( \mathbf{r}(t_f), \dot{\mathbf{r}}(t_f) \), the desired trajectory \( \mathbf{r}^d(t) \) is uniquely determined by Eq. (15). Differentiating Eq. (15) with respect to time, we substitute \( \mathbf{r}^d(t) \) in Eq. (6) with

\[
\dot{\mathbf{r}}^d(t) = \begin{bmatrix} a_{11} + 2a_{12} t + 3a_{13} t^2 \\ a_{21} + 2a_{22} t + 3a_{23} t^2 \end{bmatrix}.
\]

To concentrate on avoiding joint limits in this paper, we consider only a situation that the manipulator does not configure any kinematic singularities during movement. Let \( \mathbf{r}(0) \approx (0.25, 0.21)^\top \), \( \dot{\mathbf{r}}(0) = 0 \), and \( \mathbf{r}(t_f) = (-r_1(0), r_2(0)), \dot{\mathbf{r}}(t_f) = \mathbf{r}(t_f), t_f = 15 \) s be the initial and terminal conditions, respectively. The physical and tuning parameters are as follows: \( \ell_1 = \ell_2 = 0.2 \) m, \( \ell_3 = 0.047 \) m, \( q_{1\max}, q_{2\max}, q_{3\max} = (-q_{1\min}, -q_{2\min}, -q_{3\min}) = (180 \text{ deg}, 120 \text{ deg}, 180 \text{ deg}) \), and \( \rho = 0.1 \).

The simulation results are shown in Figs.6 and 7. For comparison, the results in the case of the Zghal-type and the Marchand-type functions are also included. Each graph shows the case of three kinds of \( \ell_r \) and the case of no
redundancy \((V = 0)\). We calculated \(q^d(t)\) by using the fourth-order classical Runge-Kutta method.

Figure 6 shows that the primary task was achieved in every case. We also confirmed the same results even when the value of \(k_r\) is different from the one in Fig. 6. In the case of the Zghal-type function, joint limit avoidance was succeeded without depending on the value of \(k_r\) \((\neq 0)\). However, the secondary task was executed in all range of motion at each joint and, especially, the desired velocities with steep variation was generated at the beginning of the task. In the case of the Marchand-type function, the second joint angle exceeded its limit depending on the value of \(k_r\). In the case of the proposed tangent-based function, each joint angle avoided its limits without depending on the value of \(k_r\). These results exhibit the effectiveness of the proposed tangent-based function. Note that the avoidance behavior intuitively depends on two parameters \(k_r\) and \(\rho\).

5. Experiment

This section provides experimental results to show the practical usefulness of our proposed method. We here adopt a PD feedback control law with disturbance observer to perform kinematic control artificially by tracking the trajectory generated in the same way with the previous section. It is well known that the motion control system based on the disturbance observer is robust against system parameter variations and external disturbances. In contrast, the computed torque control method requires accurate parameter identification.

5.1 PD Feedback Control with Disturbance Observer

The dynamics can be modeled as

\[
M(q)\ddot{q} + c(q, \dot{q}) = K_l I_a \tau_a - \tau_f + \tau_{\text{ext}}, \quad \tau_a \in \mathbb{R}^3
\]

where \(q \in \mathbb{R}^3\) is the joint vector, \(K_l = \text{diag}[K_{l1}, K_{l2}, K_{l3}]\) is the torque constant matrix, \(I_a \in \mathbb{R}^3\) is the armature current vector, \(\tau_f\) is the friction torque, \(\tau_{\text{ext}}\) is the external torque, \(M \in \mathbb{R}^{3 \times 3}\) is the inertia matrix, and \(c \in \mathbb{R}^3\) is the Coriolis and centrifugal force vector, respectively. In practice, \(K_l\) is not constant but fluctuant. Let \(K_l = \bar{K}_l + \Delta K_l\), where \(\bar{K}_l\) and \(\Delta K_l\) are the nominal and fluctuant parts of \(K_l\). Also, we regard \(M\) as \(M(q) = \)
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\[ \mathbf{M}_d(q) + \mathbf{M}_c(q), \]  where \( \mathbf{M}_d \) and \( \mathbf{M}_c \) are the diagonal part and the remainder of \( \mathbf{M} \). Furthermore, we suppose that \( \mathbf{M}_d \) is divided into the nominal part \( \mathbf{M}_d \) and the remainder \( \Delta \mathbf{M}_d(q) \) as \( \mathbf{M}_d(q) = \mathbf{M}_d + \Delta \mathbf{M}_d(q) \). Then, Eq. (17) can be rewritten as \( \dot{q} = \hat{\mathbf{M}}_d^{-1}(\hat{\mathbf{K}}_s \mathbf{I}_d - \tau_{\text{dis}}) \), where \( \tau_{\text{dis}} := [\Delta \mathbf{M}_d(q) + \mathbf{M}_c(q)]q + c(q, q) - \dot{\mathbf{K}}_s \mathbf{I}_d + \tau_f - \tau_{\text{ext}} \) as the disturbance torque. To estimate \( \tau_{\text{dis}} \), we adopt the following disturbance observer:\( 29 \): \( \hat{\tau}_{\text{dis}}(s) = G_{\text{LP}}(s)[\hat{\mathbf{K}}_s \mathbf{I}_d(s) - \mathbf{M}_d \cdot \mathbf{s}(\mathbf{q}(s))], \) where \( \hat{\tau}_{\text{dis}}(s) := \mathcal{L}[\tau_{\text{dis}}(t)], \mathbf{I}_d(s) := \mathcal{L}[\mathbf{I}_d(t)], \mathbf{Q}(s) := \mathcal{L}[\mathbf{q}(t)], G_{\text{LP}}(s) := (\omega/s + \omega)I_3 \) is the transfer function matrix of the first-order low-pass filter, \( \omega \) is the cutoff frequency and \( I_3 \) is the third-order identity matrix, respectively. If \( \hat{\tau}_{\text{dis}} \) is close enough to \( \tau_{\text{dis}} \), then a disturbance torque compensation \( \mathbf{I}_d = \hat{\mathbf{K}}_s^{-1}\mathbf{M}_d \mathbf{u} + \hat{\tau}_{\text{dis}} \) with \( \mathbf{u} \in \mathbb{R}^n \) as new input yields a linearized and decoupled system \( \dot{\mathbf{q}} = \mathbf{u} \). Adopting a PD feedback control law, we can obtain a closed-loop system

\[
\dot{\mathbf{q}}(t) = \mathbf{K}_p(q^d - \mathbf{q}(t)) + \mathbf{K}_i(q^d - \mathbf{q}(t)), \quad \cdots \cdots (18)
\]

where gain matrices \( \mathbf{K}_p \) and \( \mathbf{K}_i \) are positive definite diagonal. Using the PD control law with well-tuned gain matrices, the manipulator behaves along the desired trajectories.

In Eq. (18), the desired trajectories \( q^d \) and \( q^d \) are calculated by Eqs. (6), (12) with \( j = 4, (14), (16) \), and the step-by-step integration of \( q^d \). Using the PD control law with well-tuned gain matrices, the manipulator behaves according to the desired trajectories in consideration of the joint limits.

5.2 Experimental Setup and Results The three-DOF planar manipulator shown in Fig. 8 is used for experiment. This manipulator is controlled by a PC running a real-time Linux OS which is patched with Xenomai\(^\dagger\). The control period is 1 ms. The rotating angle of each joint is obtained from an encoder attached to each DC motor via a counter board; Armature currents based on the control law (18) are interpolated to each DC motor by a D/A board through each DC servo driver. The physical parameters of the manipulator are same as in Sect. 4.

The experimental results are shown in Fig. 9. These figures show time responses of \( q \) and \( \mathbf{q} \). The experiments were carried out with initial condition:

\[
q(0) = (-5 \text{ deg}, 90 \text{ deg}, -45 \text{ deg}), \quad \dot{q}(0) = 0,
\]

i.e., \( r(0) = (0.25 \text{ m}, 0.21 \text{ m}) \), \( r(0) = 0 \),

nominal parameters:

\[
\mathbf{M}_d = \text{diag}(0.65 \text{ kg-m}^2, 0.25 \text{ kg-m}^2, 0.06 \text{ kg-m}^2),
\]

\[
\mathbf{K}_s = \text{diag}(21 \text{ N-m/A}, 17.64 \text{ N-m/A}, 4.96 \text{ N-m/A}),\]

\[
\mathbf{K}_p = \text{diag}(144, 144, 144), \quad \mathbf{K}_i = \text{diag}(48, 48, 48), \quad k_i = 0.01 \text{ and } \rho = 0.1.
\]

Figure 9 shows that tracking control to the desired trajectory generated by the proposed method can avoid the joint limits of the manipulator; the primary task was achieved with certain error, especially, in \( r_2 \). We can consider that this error occurred because the angular velocities changed steeply for avoiding the upper limit of \( q_2 \). Therefore, the simulation and experimental results validated the effectiveness of our proposed method while suggest necessity of extension to the dynamical level.

6. Conclusion

We have proposed an original PCF for avoiding joint limits of redundant manipulators. This function is based on a new concept, maximal admission of joint range of motion. The effectiveness of the proposed function was demonstrated numerically and experimentally through an example that a three-DOF planar manipulator performs a two-DOF end-effector task. The differences among the proposed and conventional functions were also discussed from the viewpoint of the definition and the simulation results.

In kinematic control of redundant robots, the proposed method can not only take physical limits into account but also utilize limited resources effectively, e.g., it can move joints safely even in the close vicinity of the limit. The future works are to suppress steep variation of the desired velocities, to present a guideline on setting parameters \((k_i, \rho)\), and so on. In particular, an extension of the proposed method into the dynamical level is necessary for improving the practical performance.

\[

\dagger\text{Xenomai is a Free Software project in which engineers from a wide background collaborate to build a versatile real-time framework for the Linux platform. Available on http://xenomai.org/}.

\text{Fig. 8. The experimental setup}