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This paper provides a general sensorless method to control the position of a linear actuator. After a review of the solutions used so far, this new method is applied to identify keys passing through a linear actuator used in an industrial textile machine. The presented method describes how to find out the position of the key using two cascading discrete Kalman filters, the first for filtering the speed and the second for filtering the impedance measurement in order to retrieve the position. To speed-up the method and due to the thickness difference from one textile machine to another, an actuator model, to evaluate impedance in function of the position, is obtained by using parameter identification. Kalman’s filter parameters are optimized to minimize the time necessary to learn the speed operation. Finally, we focus on the temporal evolution of Kalman Filters parameters on the learning process.
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1. Introduction

Linear motors, whose strength has electromagnetic origin, can be classified as (1): Linear induction motor; Linear synchronous motor; DC brushless motor; DC motor with brushes.

In general, the linear actuator has some advantages compared to the use of rotating motors, such as the elimination of the mechanical elements required to transform rotational motion into translational motion and consequent increase in mechanical efficiency (2). Among the main applications are production systems such as machine tools (4), or high-speed trains.

In this paper, we focus on one type of DC brushless motor: the Linear Switched Reluctance Motor (LSRM). Some of these motors can present magnets on the fixed part, the mobile part remaining free of magnets and the strength continues to be produced by reluctances forces. This last can be classified as Hybrid Linear Switched Reluctance Motor and this is the kind of device that we aim to study. Thanks to the magnet, even when the coil are not active a reluctance force appears and in case of movement, the voltage of the coil can be perturbed. Then, to drive these motors, controlling the position or speed without sensor, these characteristics have to be taking into account.

1.1 Sensorless Techniques Many sensorless solutions to find the position have been studied. The most successful are high frequency signal injection (3) and impedance variation (4). Both methods are used to control several types of motors.

The signal injection technique consist to find an adapted frequency in which the answer of the system allows to observe, for example, the position of the motor. For a given frequency, the perturbation on an internal electric state variable reproduces the evolution of another mechanical state variable. Besides the cost of it implementation, this method has one important drawback: it cannot be used if the perturbation on the electric state variable, produced by the signal injection, is big enough to ruin the motor control.

If Hybrid Linear Switched Reluctance Motor, what we aim to study, is very sensitive to these perturbations, due to the presence of a magnet, then other techniques have to be employed.

The impedance variation method consists in associating this variation to the mechanical state variable (for example, the position). General speaking, this variation can have two origins: modification of the total equivalent reluctance due to movements or presence of Eddy currents. The effects of Eddy currents are in general minimized by introducing laminated material on the iron parts. Finally, the variation due to geometry reconfiguration seems to be the better option in our case.

In order to drive the motor, by using sensorless technique, the impedance must be measured in real time, which can be an expensive procedure. To avoid using expensive drives, the real position of the actuator is obtained by using one or more Kalman filters, as used in (5).

2. Problem Chosen as an Example

Industrial textile machines use Hybrid Linear Switched Reluctance Actuator to drive keys in and out to achieve
knitting purpose. In such machines, magnetic sensors are used for detecting and counting the keys. Thus, the overall process of knitting relies on those sensors which is a critical point of reliability because one failure makes the knitting purpose impossible.

We aim to improve the reliability of a textile machine by developing a new sensorless solution for detecting and counting the keys, which means controlling the position. The studied device has one stator (the bulk of the actuator) and one moving part (the keys) the configuration of the magnetic circuit changes periodically with the position. This variation in the magnetic circuit modifies the level of impedance and we can use impedance measurements, as explained before, for our sensorless position control. However, in practical applications, the impedance is obtained by measuring voltage and current which are contaminated by various noises. Thus, the measurements need to be filtered and for this reason we have first to develop an analytical model giving the level of impedance with respect to the position of the actuator and then a discrete Kalman filter for filtering impedance measurement has been developed (6) and (7).

Figure 1 illustrates the actuator, with its magnet and yoke, and the mobile key.

Due to thickness differences from one textile machine to another, an actuator model, to evaluate impedance in function of the position, is obtained by using parameter identification. According to (8), generally this kind of actuator has a very complex geometry and the identification parameter method is a way to avoid building a model to these actuators. Furthermore, the keys are different from each other. Some are more used than others or some are more lubricated than others. Due to the collision with the actuator, some keys are deformed with the time of use. Consequently, the disturbance in terms of impedance, due to each key is different. A Kalman filter can be used to identify the passage of the keys despite the difference between them.

The textile process can be achieved by using different speeds. This speed referees to the mobile part fed by the actuator which we are studying. Then the impedance profile changes in function of the speed. This is why a Kalman filter should be used in order to identify the speed.

Figure 2 shows a textile machine with the mobile wagon fed by actuators. Depending on the actuators, keys can be selected in one direction or another. Unlike the standard actuators, the passive part (keys) is fixed and the active part moves with the wagon.

This paper presents a sensorless solution using two cascading Kalman filters, the first calculating the speed of the wagon and the second for filtering the noisy impedance measurements to retrieve the position and thus drive the keys.

To summarize, our application can be compared to a switched reluctance linear drive with several specificities. Equivalent circuits of these drives are well known which allows to establish a very strong correlation between electrical and mechanical variables. In our case, this correlation isn’t established on literature and since our drive can be crossed by different keys, it becomes very difficult to define these relations. This situation is equivalent to a drive in which the mobile part can be changed dynamically. To solve this issue, we propose to use a model optimized using measurement. By doing this, when the keys are changed a simple and automatized measurement can update the model. Counter to standard motors, each key can response different in respect to speed. Due to aging phenomena, the impedance in function of position from one key to another is very different, special when the speed varies. This is way, for our application, two Kalman filters are used: one to estimate the speed and the second one to the position.

3. General Idea of the Proposed Method

Our sensorless method is mainly based on the impedance measurements, the method implemented for this purpose is to inject a sinusoidal voltage and the resulting current is then measured for the determination of the impedance value. For a given wagon’s speed, Figure 3 shows the impedance in function of the position:

- the impedance measured using Voltage-Current both acquired from an oscilloscope (in red);
- the impedance measured by a high resolution impedance...
It is obvious that the measured impedance, is very unstable and unusable to correctly detect the key presence in the actuator (pic’s in the impedance curve). Consequently, impedance measurements have to be filtered, in this case the Kalman filter algorithm can be very effective. Therefore, a good model of the actuator is needed in order to produce a reference impedance to the filtering process.

4. Actuator Model

Deriving an actuator model based on the interpretation of physical phenomenon (10) was difficult to achieve for the following reasons:
- the bulk has a non-regular geometry and it is composed of assembled elements of different natures and its physical characteristics are not a priori known,
- the keys have different thicknesses from one textile machine to another.

We propose a new analytical model giving the level of impedance with respect to the position. The position is denoted as \( x \) and it varies from a given position to the \( P_c \), where \( P_c \) is the total distance between two consecutive keys. The model is defined as follows:

\[
|Z|_c(x) = \begin{cases} 
    a_1 e^{b_1 x} + a_2 e^{b_2 x} & x \in \left[ 0, \frac{e}{2} \right] \\
    a_3 + a_4 \left( 1 - e^{b_3 \left( \frac{x-e}{2} \right)} \right) & x \in \left( \frac{e}{2}, P_c \right] 
\end{cases}
\]

where \( a_1, a_2, a_3, a_4, b_1, b_2, b_3 \) are the model parameters and \( e \) the key thickness in millimeter. The proposed model is obtained in two steps: at first using the MATLAB fitting curve toolbox, we have performed data analysis, for defining a parametric fitting function. Secondly using measured data, and after solving an inverse problem of optimisation by genetic algorithm, with error minimisation as objective function. Secondly using measured curve toolbox, we have performed data analysis, for defining the main equations and parameters. It will be used for filtering the impedance’s evolution in function of the position. All developments have been done by considering a constant speed operation. For the moment, we are considering this speed as being known a priori (11).

5. Real Time Kalman Filter for Impedance Measurements Identification

In this section, the Kalman filter is described by presenting the main equations and parameters. It will be used for filtering the impedance’s evolution in function of the position. All developments have been done by considering a constant speed operation. For the moment, we are considering this speed as being known a priori (11).

5.1 Kalman Filter Theory

The discrete Kalman filter algorithm is described in (12). Time update equations are:

\[
\hat{X}_k = A\hat{X}_{k-1} + B_k u_{k-1}, \quad \hat{X}_0 = \hat{X}_{k-1} \quad \text{for} \quad k \geq 1 \quad \text{(2)}
\]

\[
P_k = A P_{k-1} A^T + Q, \quad \text{for} \quad k \geq 1 \quad \text{(3)}
\]

measurement update equations are:

\[
K_k = \frac{P_k H^T}{H P_k H^T + R}, \quad \text{(4)}
\]

\[
P_k = (1 - K_k H) P_k, \quad \text{(5)}
\]

\[
\hat{X}_k = \hat{X}_{k-1} + K_k (X_{\text{meas},k} - H\hat{X}_k), \quad \text{(6)}
\]

where \( X_k \) is the variable state, the matrix \( A \) relates the state \( X_k \) to the previous one \( X_{k-1} \). The matrix \( B \) links input \( u \) to the state \( X_k \). \( X_{\text{meas},k} \) is the measured state and \( H \) the measurement transfer matrix. \( \hat{X}_k \) is the a priori state estimation and \( \hat{X}_k \) the a posteriori state estimation. \( P_k \) and \( P_k \) are respectively the a priori and the a posteriori state estimate error covariance. \( K_k \) the Kalman gain. \( Q \) and \( R \) are respectively the process noise covariance and the measurement noise covariance.

5.2 Simulation Results

For a displacement of the wagon with a constant speed of 0.6 m/s, Fig. 5 shows the filter results for \( R = 4, Q = 10 \), where we can see that the filter is not really effective. Figure 6 shows the filter results for \( R = 5.6 \) and \( Q = 0.1 \) where a good agreement between estimated, measurements, and corrected impedance could be verified. In red the noisy impedance variation, in blue the model impedance variation, in green the filtered impedance.

One can observe that impedance obtained without moving the wagon (Fig. 4) is smoother than the impedance shown in Fig. 5 because of the noise provoked by speed.

In this first Kalman filter, the value of the speed is needed in order to have a good estimation on the impedance level in
the filter algorithm, thus a second Kalman filter has been developed for the estimation of the speed based on impedance measurements.

6. Real Time Kalman Filter for Speed Identification

Since our model gives the impedance level with respect to the position, the a priori value of the impedance is highly linked to a good a priori value of the position. Thus, a good estimation of the speed is needed.

6.1 Adapted Kalman Filter

Finding the speed using a Kalman filter consists in tracking a random constant value. Therefore the filter equations (2), (3), (4), (5), and (6) can be adapted as follows:

\[ \hat{V}^-_k = \hat{V}_{k-1}, \]
\[ P^-_k = P^-_{k-1} + Q. \]

Measurement update equations:

\[ K_k = \frac{P^-_k}{P^-_k + R}, \]
\[ P_k = (1 - K_k) P^-_k, \]
\[ \hat{V}_k = \hat{V}^-_k + K_k (V_{\text{meas},k} - \hat{V}^-_k), \]

where \( \hat{V}^-_k \) is the a priori speed estimation and \( \hat{V}_k \) the a posteriori estimation. \( V_{\text{meas}} \) is the measured speed.

6.2 Speed Determination Algorithm

The measured speed is obtained in two steps: at first the period of the measured impedance is determined using normalized autocorrelation function which is an accurate method for determining the period of a noisy signal, as follows:

\[ r_k = \frac{1}{E_k} \left( \frac{1}{N} \sum_{i=k-N}^{i=k} z_{\text{meas}}(i) z_{\text{meas}}(i+n) \right), \]

where \( r_k \) is the autocorrelation vector at step \( k \), \( E_k \) the signal energy, \( N \) the number of samples, and \( z_{\text{meas}} \) the vector of \( N \) measured values. The main motivation of using time domain method also known as autocorrelation based method for determining the period is that the observation of \( z_{\text{meas}} \) is periodic. Therefore, the vector \( r_k \) will also show a period \( t_k \).

The peaks of \( r_k \) occurs at values of discrete time equal to \( t_k \) and its multiples as shown in Fig. 7.

This period calculation need to be continuous consequently we have used a sliding window of \( N \) samples. The autocorrelation curves gives us peaks where the samples are similar, and then the lag of the largest peaks is taken for calculating the estimated period at each step, as follows:

\[ t_k = \Delta \text{Lag} \times T_s, \]

where \( t_k \) is the period at the instant \( k \) in discrete time, \( \Delta \text{Lag} \) the largest peaks lag difference, and \( T_s \) the sampling period of the system.

By knowing the distance \( P_c \) (the gauge) between two keys, the speed is then calculated as follows:

\[ V_{\text{meas},k} = \frac{P_c}{t_k}, \]

where \( P_c \) is the period at the instant \( k \) in discrete time, \( \Delta \text{Lag} \) the largest peaks lag difference, and \( T_s \) the sampling period of the system.

6.3 Results

Figure 8 shows the speed learning curve for a settled constant speed of 0.4 m/s where a good learning process could be verified. This estimation has been obtained by using a \( \Delta \text{Lag} \) calculated with a fixed level of 0.35. To a further discussion on the influence of this level on estimations see section 8.2.

7. Simultaneous Kalman Filters for Sensorless Control

The use of two Kalman filters for both state variables and parameter estimation was firstly proposed in (13) and (14) the use of Kalman filtering for parameter estimation has led to a sensorless control of a BLDC motor. In this section the use of two parallel Kalman filters is described.

7.1 Parallel Kalman Filter Algorithm

The basic operation of the parallel filters is drawn in Fig. 8, where \( X^- \)
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7.2 Results
For a settled value of the speed 0.4 m/s the system response is shown in Fig. 9 where we can see that after the speed tracking process, both filters are launched and a good agreement between the measurements and the system correction could be verified.

For a settled speed of 0.8 m/s the system response is shown in Fig. 10 and Fig. 11, where we can also see a good agreement between the measured impedance and the filtered impedances.

Both results, displacement of 0.4 m/s and 0.8 m/s, shows that considering the wagon’s speed and the response time (numerical implementation of the Kalman Filters), several keys are needed to estimate the speed. This is due to the learning process.

8. Optimizing Kalman Filter Parameters
In the previous section of the paper the Kalman filters variables Q and R where chosen by fine-manually tune in other to achieve a good agreement between the measurements and the model. Therefore, it is important to know the distribution of the disturbances and measurement noises. In this section we will describe a simple approach to have a good estimation of the values of those two parameters.

8.1 Offline Model Simulation for Process Noise Covariance Determination
Defining the process error covariance Q as the error covariance between our model and real measurements, this value can be computed offline as follows:

\[ Q = \frac{1}{N} \sum_{k=1}^{N} (\epsilon_1(k) - \overline{\epsilon}_1)^2, \ldots \] (15)

with \( \epsilon_1 \) error vector between the real measurements and the model, \( \overline{\epsilon}_1 \) the mean value of the error and N the number of samples taken into account. The error vector is obtained as
follows
\[ e_1 = |z_{\text{model}} - z_{\text{real}}|, \]  \hspace{1cm} (16)
with \( z_{\text{model}} \) the impedance variations given by the model in function of the position, \( z_{\text{real}} \) the level of impedance given by the impedance measurement in function of the position (considered as real values). Thus, the obtained value of \( Q \) is 4.0314. Therefore, as our model definition does not vary within the time, the value of \( Q \) can be left constant at the obtained value.

### 8.2 Real Time Parameters Calculation
Since the disturbances and noises in measurement cannot be defined correctly, the value of \( R \) is calculated iteratively using the past knowledge of the impedance measurements and the model prediction. The value of \( R \) is obtained as follows:
\[ R = \frac{1}{N} \sum_{k=1}^{N} (e_2(k) - \overline{e_2})^2, \] \hspace{1cm} (17)
where \( e_2 \) is the error between the measurements and the model, \( \overline{e_2} \) the mean value of the error, \( N \) the accumulated number of samples or the sliding window length. The vector \( e_2 \) is obtained as follows:
\[ e_2 = |z_{\text{meas}} - z_{\text{model}}|, \] \hspace{1cm} (18)
here \( z_{\text{model}} \) is the same as the predicted value of impedance. For a settled value of speed \( V = 0.4 \text{ m/s} \) and for \( Q = 4.0314 \), Fig. 13 shows the new response curves of the impedance filtration, Fig. 14 the new speed learning process.

The time response of the speed tracking in this section has been improved. The first estimation of the speed is obtained after the first period of Keys. Since the calculation of the speed rely on the measurement of the first period of Keys, the autocorrelation vector may be affected by noise and disturbances because the of the limited number of measurement taken into account; that can produce some errors in the estimation of le lags of largest peaks and thus the speed estimation. Therefore, those errors doesn’t have a huge effect on the identification since we can still count the same number of keys as shown in Fig. 15 and Fig. 16.

The temporal evolution of the Kalman gain and the variation of the measurement noise covariance are shown in Fig. 17 and Fig. 18, respectively.

The Kalman gain \( K \) starts at a value of 1 because the system relies only on the measurement at this step, since there is no predicted data and no accurate value of the variable \( R \). With the first measurements, values of variable \( R \) became available and the Kalman gain \( K \) start to be calculated properly till it converges towards a constant value. The estimation of the variable \( R \) starts to be accurate enough because of the recorded past values of measurements.

### 8.3 Comparison between the Previous Kalman Filter and the New Kalman Filter for the Speeds 0.4 m/s and 0.8 m/s
The aim of this section is to compare performances of the standard method and the new one by observing the error on the filtered and ideal impedances. Fig. 19 and Fig. 20 show results for for settled speeds of 0.4 m/s and 0.8 m/s.

On these figures, we can see that on most of samples, the new Kalman filter (orange curve) has a smaller error compared to the previous Kalman system (blue line).

By using the following definition of the total error:
\[ \text{error} = \frac{1}{N} \sum_{k=1}^{N} \text{abs}(\Delta Z(k)), \] \hspace{1cm} (19)
we get, for a settled speed of 0.4 m/s, 2.29 and 1.92 before and after the optimization of parameters, respectively.

This error is calculated in respect to the maximum value to avoid increasing the error when the impedance is very small.
9. Conclusion

This work shows a new method for position control of a textile machine Hybrid Linear Switched Reluctance Actuator by using only the actuator impedance as information. The originality of the presented method is to show an efficient way to implement a speed and impedance filters for a parallel real time operation applied to linear actuators. Furthermore, we were able to develop the entire process from modelling by parameter identification to how optimize parameters to minimize errors between the filtered impedance and the real one. For a settled speed of 0.4 m/s the total error have been decreased of 16%.
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