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This paper shows how to implement a vision-based control for a Ball on Ball system. The control task is to stabilize a ball on top of another ball in the unstable upper rest position. In order to stabilize the upper ball, the position of the upper ball has to be measured. This is done optionally by using two triangulation sensors or an industrial camera. To stabilize the upper ball in the unstable upper rest position, a PD controller, a linear quadratic regulator, and a flatness-based nonlinear controller are designed. By using these controllers and the designed image processing, which are implemented entirely on a standard industrial programmable logic controller, it is possible to stabilize the upper ball with both measurement types. The disturbance rejection of the system is shown, and the resulting RMS position error when stabilizing the upper ball is 1.8 mrad.
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1. Introduction

Vision based measurement is getting increasingly important in automation systems. Examples are object recognition to grab objects with a robot (1) or obstacle recognition for path planning of autonomous moving systems (2). As the computing power of modern processors is continuously increasing, it is possible to use vision based methods for position detection.

To evaluate the capabilities of image processing on modern programmable logic controllers (PLCs) the task of balancing a ball on top of a second ball is chosen. The measurement of the ball should be done by a standard industrial camera.

Ball on ball control has been reported in literature using two bowling balls of the same size stabilizing the upper ball (3), with position measurement done by two triangulation sensors. Another ball on ball setup has been reported (4)(6), where the lower ball is 9 times bigger than the upper ball. In this setup the position measurement is done with a 128x101 pixel CMOS sensor. The image processing to determine the upper ball position is done on an FPGA.

The contribution of this paper is the demonstration of feasibility of performing control and image processing for a ball on ball setup on a standard industrial PLC. Due to the implementation of direct access to the camera in the used PLC system, the image processing can be done entirely on the PLC.

In Sec. 2 the modeling of the mechanical and the electrical system is done. The controllers to stabilize the system are designed in Sec. 3. Sec. 4 shows the experimental setup and parameters. The results are shown in Sec. 5 and are concluded in Sec. 6.

2. Modeling of the System

2.1 Mechanical System

In Fig. 1 the schematic structure of the system is shown. The coordinate systems are labeled at i, where i denotes the number of the coordinate system in the drawing. To derive the equations of motion the Euler-Lagrange equation is used. The dynamics of the balls are calculated in their respective body coordinate systems $c_f_i$, $i \in [1, 2]$ and are then transformed into the same coordinate system. To describe the rotation of both balls Euler angles are used and the order of rotations is chosen to the z’xz-convention (7). With the Euler angles of the i-th ball $(\alpha_i, \beta_i, \gamma_i)$ the full rotation matrix can be found as

\[
R_{c_f_i} = R_z(\alpha_i) \cdot R_x(\beta_i) \cdot R_z(\gamma_i) =
\]

Fig. 1. Schematic of the lower (B1) and the upper (B2) ball with the coordinate systems and the model variables
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By using a transformation to the coordinate system $c_f$, the angular velocities can be determined to
\[
2 \pi \omega_x = \sin(\alpha) \sin(\beta) \gamma + \cos(\alpha) \beta \quad \text{(3a)}
\]
\[
\omega_y = -\cos(\alpha) \sin(\beta) \gamma + \sin(\alpha) \beta \quad \text{(3b)}
\]
\[
\omega_z = \dot{x} + \cos(\beta) \gamma. \quad \text{(3c)}
\]
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The potential energy of both balls, which is needed for the Euler-Lagrange equation, can be found by the skew-symmetric matrix $S$ and is given by
\[
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\]
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By using the Euler-Lagrange equation
\[
d \left( \frac{dL}{dq_j} \right) - \frac{dL}{dq_j} = \tau \quad \text{(10)}
\]
with the Lagrangian
\[
L = T_1 + T_2 - V_1 - V_2, \quad \text{(11)}
\]
where $T$ denotes the kinetic energy of the balls and $V$ the potential energy and by using the Euler-Lagrange equation of the first kind the term
\[
A(q)q = \sum_{i} \frac{d}{dq_j} f_i l_i, i \in k \quad \text{(12)}
\]
can be found and added to Eq. (10) to consider the $k$ boundary conditions of Eqs. (5) and (6). The resulting system can be written as
\[
\begin{pmatrix} \frac{dx}{dt} \\ \frac{dM_1}{dt} \\ \frac{dM_2}{dt} \end{pmatrix} = \begin{pmatrix} \frac{\dot{x}}{t_1} \\ \frac{\dot{M}_1}{t_2} \\ \frac{\dot{M}_2}{t_2} \end{pmatrix} + \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} M_1 \\ M_1 \\ M_2 \end{pmatrix}
\]

with the boundary conditions
\[
0 = r_1 \omega_{1,h} - (r_1 + r_2) \omega_0 + r_2 \omega_{2,h} \quad \text{(14a)}
\]
\[
0 = -r_1 \omega_{1,v} + \cos(\theta)(r_1 + r_2) \omega_{2,v} - r_2 \omega_{2,v} \quad \text{(14b)}
\]
and the state vector
\[
\dot{x} = [\omega_{1,v} \omega_{1,g} \omega_{1,h} \omega_{1,\varphi} \omega_{1,\beta} \omega_0 \omega_{2,v} \omega_{2,\varphi} \omega_{2,\beta} \omega_{2,h}]^T, \quad \text{(15)}
\]
As the angular velocities $\omega_{2,\varphi}$ and $\omega_{2,\beta}$ cannot be measured and are not needed for the control task their dynamic equations are solved for the Lagrange multipliers. By differentiating with respect to time the terms can be substituted in Eq. (13) and the final form can be found. Because of the fairly large result the final result is not shown.

### 2.2 Electrical System
The lower ball is driven by three permanent magnet synchronous motors (PSM). The model of the PSM is
\[
x = \begin{pmatrix} \frac{1}{t_1}(-i_{id}d + \omega_{m}(l_{id} + \Psi_{M})) \\ \frac{1}{t_1}(-i_{iq}d - \omega_{m}(l_{iq} + \Psi_{M})) + \frac{1}{t_1}h_{id}q_{id} \\ \frac{1}{t_1}h_{iq}q_{iq} \end{pmatrix} \quad \text{(16a)}
\]
\[
y = i_{iq} \Psi_{M}, \quad \text{(16b)}
\]
where $l_d$ denotes the stator inductance, $r_d$ is the stator resistance $\Psi_{M}$ is the interlinking magnetic flux and $\tau_d$ is the load
moment. The state vector \( \mathbf{x} = [i_{sd}, i_{sq}, \omega_\theta] \) denotes the stator current \( i \) in \( d \) and \( q \) direction and the rotational speed \( \omega_\theta \). The input of the system is the stator voltage \( u \) in \( d \) and \( q \) direction and the output is the mechanical torque \( y = \tau_M \).

It can be assumed that the mechanical system is much slower than the electrical system. When using the singular perturbation method by choosing the disturbance parameter \( \epsilon = I_s = 0 \) the model for the PSM can be reduced to the algebraic equations

\[
i_{sd} = \frac{u_{sd}}{r_s} + \Psi_M \omega_\theta \quad \text{and} \quad i_{sq} = \frac{u_{sq} - \Psi_M \omega_\theta}{r_i}, \quad \tau_M = \frac{\Psi_M u_{sq} - \Psi_M^2 \omega_\theta}{r_s}.
\]

When adding the time constant of the rotor inertia as a second disturbance parameter \( \epsilon = I_r = 0 \) the model for the PSM can be reduced to

\[
\tau_M = -\frac{\Psi_M \omega_\theta}{r_s} \quad \text{and} \quad \tau_M = \frac{\Psi_M \omega_\theta}{r_s} - \frac{\Psi_M^2 \omega_\theta}{r_s}.
\]

This means that the electric subsystem is a through connection because it is much faster than the mechanical one.

### 2.3 Input Transformation

In Eq. (13) the system inputs are the torques \( M_1 \) and \( M_2 \). In this publication the angular velocities of the lower ball are controlled and not the torques, such that an input transformation has to be found. By solving the system model of Sec. 2.1 for the torques \( M_1 \) and \( M_2 \) and substituting the remaining equations the new system with the inputs \( \omega_\varphi \) and \( \omega_\theta \) is found. Since the two states \( \omega_\varphi, \omega_\theta \) do not influence any other states and can not be actuated or measured they are neglected. When all higher terms of \( \omega_\varphi \) and \( \omega_\theta \) are neglected the system can be reduced to

\[
f(x, u) = \begin{bmatrix}
\omega_\varphi + \frac{I_s}{(r_1 + r_2)(m_2r_2^2 + I_2)} \cos(\theta) \omega_\theta \\
\omega_\theta + \frac{I_r}{(r_1 + r_2)(m_2r_2^2 + I_2)} \omega_\varphi
\end{bmatrix} u, \quad \text{with} \quad f(x, u) = \begin{bmatrix}
\omega_\varphi \\
\omega_\theta
\end{bmatrix} u.
\]

Assuming that the angles \( \varphi \) and \( \theta \) are small, the simplification \( \cos(\theta) \approx 1 \) can be used and the system

\[
f(x, u) = \begin{bmatrix}
\omega_\varphi + \frac{I_s}{(r_1 + r_2)(m_2r_2^2 + I_2)} \omega_\theta \\
\omega_\theta + \frac{I_r}{(r_1 + r_2)(m_2r_2^2 + I_2)} \omega_\varphi
\end{bmatrix} u, \quad \text{with} \quad f(x, u) = \begin{bmatrix}
\omega_\varphi \\
\omega_\theta
\end{bmatrix} u.
\]

with the reduced state vector \( x = [\varphi, \omega_\varphi]^T \) can be found. This system is valid for the \( \varphi \) and the \( \theta \) angle. So the system splits into two identical decoupled systems around the upper rest position.

### 2.4 Linearisation

For a first analysis the system of Eq. (21) is linearized around the upper rest position where \( \varphi = \theta = 0 \) and \( \omega_\varphi = \omega_\theta = 0 \). The system can be determined as

\[
A = \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}, \quad \text{with} \quad A = \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}.
\]

### 3. Control Design

Based on the derived mathematical model a controller is designed to stabilize the upper ball in the upper rest position. In Table 1 the used parameters for the system are given. The control layout can be seen in Fig. 3, where \( \varphi_2 \) denotes the desired angle of the upper ball, \( \omega_\varphi_2 \) is the desired velocity of the lower ball, \( I_s \) is the current, and \( U_s \) the voltage of the PSM.

First a PD controller is designed in Sec. 3.1. To improve the system performance a linear quadratic regulator is designed for the system in Sec. 3.2. Due to the flatness of the system and to further improve the performance of the system a nonlinear flatness based controller is designed in Sec. 3.3.

#### 3.1 PD Controller Design

Using the parameters of Table 1 the system dynamics of Eq. (25) leads to

\[
x_1 = \begin{bmatrix}
0 & 1 \\
28.03 & 0
\end{bmatrix} x_1 + \begin{bmatrix}
0.1714 \\
0
\end{bmatrix} u, \quad \text{with} \quad x_1 = \begin{bmatrix}
\varphi \\
\omega_\varphi
\end{bmatrix}.
\]
The upper rest position is the linear quadratic regulator controller in generalized system coordinates of the form and therefore a sampling time has to be chosen, such that the LQR is designed directly for the time discrete system with the weighting matrices \( Q, R, N \) and \( S \) with respect to \( u_{N-1} \) and the weighting matrices \( Q = \begin{pmatrix} 7000 & 0 \\ 0 & 1 \end{pmatrix}, R = 10 \) and \( N = 0 \)

The feedback gain vector \( \mathbf{k} = (65.0452 \ 11.3482) \) can be found. This feedback vector is similar to the previously designed PD controller. In Fig. 4 the response of the system to an initial deflection of 0.1 rad is shown.

### 3.3 Flatness Based Nonlinear Controller Design

A third control strategy is to design a nonlinear controller for the system of Eq. (22). As discussed earlier the coupling between the orthogonal axes is weak and therefore the system can be seen as two orthogonal ball on wheel systems. It can be shown that a ball on wheel system with the torque as input is flat. A system that can be linearized by feedback must have the form

\[
\dot{x} = Ax + By(x)(u - \alpha(x))
\]

which is the case for Eq. (22). To verify that a flat output exists the matrix

\[
G = \begin{bmatrix} g & L_f(x) \\ I \end{bmatrix} = \begin{pmatrix} h_0 \ 0 \\ \frac{h_0}{(1 + r_1 + r_2)(m_2 r_2^2 + l_2^2)} - \frac{g m_2 r_1 (m_2 r_2^2 + l_2^2)}{(1 + r_1 + r_2)(m_2 r_2^2 + l_2^2)} \end{pmatrix}
\]

with \( I \) and \( g \) from Eq. (22) must have full rank. As this is true it remains to show that the distribution \( D = \text{span} \{ g \} \) is involutive in an area around \( \mathbf{x} \). Because \( D \) has full rank the distribution is a basis of the complete \( \mathcal{R} \), and therefore the Lie-brackets of every combination \( \{ I_1(x), I_2(x) \} \) of vector fields has to fulfill \( [I_1(x), I_2(x)] \in D \). Therefore it is shown that the system must have an output with relative order \( r = n \). A possible flat output is simply found by

\[
y = h(x) = \omega_{\varphi},
\]

By differentiating the output it can be shown that \( \dot{y} \) is independent of the input \( \omega_{\varphi} \), but \( \ddot{y} \) is function of \( \omega_{\varphi} \). Because
the input occurs at the second derivative the relative order \( r \)

\[ u = \frac{1}{Lg} Lg h(x) \]  

(36)
can be derived. To set a desired characteristic polynomial of the linearized system the new input \( v \) is chosen to be

\[ v = - \sum_{j=1}^{n} a_{j} L_{j}^{-1} h(x). \]  

(37)

This results in a denominator of the form \( sr + ar - 1sr - 1 + \ldots + a0 \) and the complete feedback law is given by

\[ u = \frac{1}{Lg} Lg h(x) (-Lg^2 h(x) + v) = \]  

(38)

\[ \frac{7}{2} (r_1 + r_2) m_2 g \cos(\varphi) r_1^2 \omega_x + a_1 m_2 g \sin(\varphi) r_1^2 + \]  

\[ \frac{1}{2} m_2 g r_1^2 r_1 \cos(\varphi) \]  

\[ (r_1 + r_2) (m_2 r_1^2 + f_2) (\omega_x - v_1) \]

with the coefficients \( a_{j} \) of the desired characteristic polynomial. The coefficients are chosen to (12, 36) and the resulting poles of the transfer function are \((-6, -6)\), because these parameters yield good results in the simulation. The system response for an initial deflection of 0.1 rad can be seen in Fig. 4. It can be seen that the behavior of the system for the angle \( \varphi \) is for all three controllers nearly identical. The angular velocity \( \omega_x \) is controlled back to zero by the nonlinear controller in \( \approx 1 \) s and by the other two controllers in \( \approx 2 \) s. Therefore it can be concluded that the nonlinear controller achieves the highest disturbance rejection. As the goal of the system is to stabilize the upper ball in the unstable upper rest position the disturbance rejection is the most important attribute.

The three designed controllers are designed for the simplified system models. To quantify the error by these simplifications the simulations are done for the reduced and the full nonlinear model. The results can be seen in Fig. 5. It turns out that the behavior for the angle is nearly identical and for the angular velocities a small deviation at the peak velocity can be seen. Therefore it is concluded that the controllers designed for the reduced system also work for the full nonlinear system.

### 3.4 State Observer

It was assumed that all system states can be measured. This is true for the angles \( \varphi \) and \( \theta \) but not for the angular velocities \( \omega_x \) and \( \omega_y \). To determine the velocities the angles can be differentiated with respect to time. This method is known to amplify measurement noise and may not provide good results. A different method is to use a state observer in form of a Kalman filter\(^\text{(10)}\). For the linear Kalman filter the matrices \( Q, R \) and \( N \) need to be chosen, as well as the initial state of \( \hat{x}_0 \). The filter is designed for the time-discrete system from Eq. (29). Furthermore the system is extended by the disturbance \( v_1 \) and the sensor noise \( v_2 \), and the matrices \( G \) and \( H \) are chosen to

\[ G = \begin{bmatrix} 0.25 \\ 1 \end{bmatrix} \]  

and

\[ H = 0 \]  

(39)

so the disturbance mainly influences the not measured state \( \omega_x \). The disturbance \( w_1 \) and the sensor noise \( v_2 \) are assumed as one dimensional properties and their covariance matrices \( Q \) and \( R \) are therefore scalars. They are tuned empirically to

\[ Q = 500000 \]  

and

\[ R = 7 \]  

(40)

This leads to the estimation matrix

\[ L = \begin{bmatrix} 0.5249 \\ 2.2480 \end{bmatrix} \]  

(41)

With these settings the Kalman filter achieves a good estimation of the state vector, even if the measurement noise is large. A comparison between the state \( \omega_x \) and the estimated state \( \hat{\omega}_x \) for the simulation can be seen in Fig. 6(a). For the real system a comparison between the derivative of the angle \( \varphi \) with respect to time compared to the estimated state \( \hat{\omega}_x \) can be seen in Fig. 6(b). It can be seen, that the estimated state \( \hat{\omega}_x \) is much less noisier than the derivative of the angle \( \varphi \) with respect to time.
4. Experimental Setup

After modeling the system and designing the controllers a experimental setup is built. The parameters of the setup are shown in Table 2. A picture of the final setup can be seen in Fig. 7. The setup is driven by three Beckhoff PSM servo Motors AM8121 with a max. torque of 0.5 Nm. To increase the torque a Beckhoff AG2250 gearbox with a gear ratio of 1:3 is used. The gearbox is via a flexible jaw coupling connected with an omniwheel to drive the lower ball. A Beckhoff EL7211-9014 inverter is used to control the current and the angular velocity of each motor. TwinCAT from Beckhoff is used as the PLC software and the used industrial PC is a Beckhoff CX2030. The controllers are implemented in Matlab Simulink and then exported as a C++ object. These objects can be directly imported and used in TwinCAT.

4.1 Triangulation Measurement (M1 & M2) To determine the position of the upper ball two triangulation sensors IL 300 from Keyence are used. The two triangulation sensors measure the distance to the upper ball from which the sensors IL 300 from Keyence are used. The two triangulation sensors can be directly imported and used in TwinCAT.

4.2 Camera Based Measurement (M3) To detect the upper ball position also an industrial gigabit ethernet camera Manta G046C is used. It is mounted above the upper ball, so that the full ball and its movement can be observed. The camera uses a Sony ICX415 sensor with a resolution of 0.5 Megapixels (780 × 580 pixel) at a frame rate of 67.5 frames per second (16). It is connected to the PLC and the images are directly transferred. Beckhoff TwinCAT vision module is used to calculate the position and the angles of the upper ball. As the lower ball is white and the upper ball red, it is the most intuitive approach to use just the red color channel of the RGB image to detect the center of mass of the ball and calculate the angles. This method is quite robust against wrong color pixels as they don’t really influence the center of mass due to averaging. When the illumination is changed due to different light conditions also the thresholds for the red detection have to change multiple times a day. This leads to a weak contour detection and therefore to an unreliable measurement. The calculation duration for the selected image size of 580 × 580 pixel is about 650 μs.

To get a more reliable measurement the RGB image is transformed to the Hue Saturation Value (HSV) color space with the brightness as parameter (17). The transformation of the image to the HSV space has a duration of about 2 ms. To decrease this time not the full image is transformed, instead two stripes at the upper rest position in orthogonal directions are taken from the image and transformed. After the transformation the color detection and the mass center detection are done in the HSV color space. The whole optimized procedure takes about 800 μs.

5. Results

In Fig. 8 the residual error of the stabilized system can be seen. The system can be stabilized with the PD and the nonlinear controller with a sample time of 10 ms. It can be seen, that the RMS error of both control methods is nearly the same. To evaluate the performance of the vision feedback the stabilization of the upper ball is done with the nonlinear controller and the camera measurement, because in a further work the nonlinear control should be extended by a trajectory following. The result can be seen in Fig. 9. The nonlinear controller with camera feedback (blue) shows the same performance for a sampling time of 10 ms as the nonlinear controller with the laser distance sensors (LDS). The total sampling time of the camera position measurement is approx. 15.8 ms while the LDS needs approx. 3 ms. The measurement task of the camera and the controller task are completely separated. So it can happen that the controller gets an update of the ball position between two iterations or not. Of course this affects the control performance, but the controller is still able to stabilize the upper ball with nearly the same performance as with the LDS measurement.
To show the disturbance rejection a pneumatic actuator is mounted on the system to get a reproducible disturbance for the upper ball position. The angular disturbance is about 13.8 mrad at 3.6 s. The reaction of the system on a disturbance can be seen in Fig. 10. The RMS values of the controller with the LDS measurement and the vision measurement are nearly equal and with both measurement methods the NL controller is able to keep the upper ball on top of the lower ball.

6. Conclusion

In this work a ball on ball setup is modeled, and linear and nonlinear controllers are designed and implemented. The measurement of the upper ball position is done with LDS and camera based. A state observer is introduced to determine the angular velocities of the upper ball. The experiments on the built setup show that it is possible to stabilize the ball on ball system with both feedback systems with a similar performance, and also a good disturbance rejection can be achieved.

The complete control task and the image processing being performed on a PLC has been successfully demonstrated.
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