Diagnosing Heart Failure from Chest X-Ray Images Using Deep Learning
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Summary

The development of deep learning technology has enabled machines to achieve high-level accuracy in interpreting medical images. While many previous studies have examined the detection of pulmonary nodules in chest X-rays using deep learning, the application of this technology to heart failure remains rare. In this paper, we investigated the performance of a deep learning algorithm in terms of diagnosing heart failure using images obtained from chest X-rays. We used 952 chest X-ray images from a labeled database published by the National Institutes of Health. Two cardiologists verified and relabeled a total of 260 “normal” and 378 “heart failure” images, with the remainder being discarded because they had been incorrectly labeled. Data augmentation and transfer learning were used to obtain an accuracy of 82% in diagnosing heart failure using the chest X-ray images. Furthermore, heatmap imaging allowed us to visualize decisions made by the machine. Deep learning can thus help support the diagnosis of heart failure using chest X-ray images.
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Heart failure is a global pandemic attributed in part to an increasingly-aged population worldwide. To address it, it is important to build a system of primary care that provides patients with access to general practitioners as well as cardiologists. A chest X-ray is among the most common non-invasive radiological tests providing primary information about a patient’s heart condition. However, it is often difficult for general practitioners to make a precise diagnosis of heart failure using chest X-rays. The recent advent of deep learning has improved the accuracy of machines that support the interpretation of medical images. While some previous studies have examined the detection of cardiomegaly on chest X-rays using deep learning, research on the use of deep learning to diagnose heart failure on chest X-rays is still scarce. The purpose of this study was to verify whether deep learning can help diagnose heart failure using chest X-ray images.

Methods

Dataset: We used 952 images from the chest X-ray database “ChestX-ray8” published by the National Institutes of Health (NIH). This database contains frontal-view X-ray images with 8 text-mined disease labels. Two cardiologists verified and relabeled the images as “normal” or representative of “heart failure”. Some cases were diagnosed differently by the two cardiologists, but they reached a consensus on the label after discussion. The dataset was then randomly split into 3 parts - training, validation, and test sets, in the ratio of approximately 9:1:1, with reference to a previous study. “Heart failure” was defined as “cardiomegaly or congestion” in this study. According to the most standard criteria, we diagnosed cardiomegaly when the cardiothoracic ratio (CTR) was greater than 50%, and defined the radiographic presence of pulmonary edema as congestion. All images were resized and trimmed to a size of 1024 × 1024 pixels and a resolution of 72 dpi using Preview version 10.1 (944.6.16.1).

Model: Our model was implemented using Keras version 2.2.5, which is a highly modular neural network library in Python version 3.6.9. Our model was trained on the Google Colaboratory platform using a graphical processing unit P100.

Figure 1 shows a summary of the model. It consists of two parts, a convolutional part and a classifier. The first...
13 layers form the convolutional part, which extracts features of the image, and the last two layers constitute the classifier, which classifies images as “normal” or “heart failure.” Given the small dataset used for this study, there was concern over whether the model would be able to extract a sufficient number of features from the images. We thus used the general machine learning approach called transfer learning. The concept of transfer learning is to transfer and use knowledge learned in one task to improve the learning of a different task. In this study, the convolutional part of the model was transferred from the well-known network model VGG16, which was pre-trained on the ImageNet dataset containing 14 197 122 images classified into 1000 categories. The transferred convolutional part was not updated during the training (also referred to as “frozen”), and only the classifier part was trained on the ChestX-ray8 dataset. Enlargement, reduction, translation, and rotation were randomly performed on the images for data augmentation. However, left-right reversal and shear deformation, which are usually performed in deep learning, were not performed in this study, because chest X-rays are asymmetrical, and the inclination of each part is important for interpretation. We applied binary cross-entropy as the loss function, stochastic gradient descent (SGD) as the optimizer, and trained our model for 150 epochs at a learning rate of 0.0001. We used accuracy and log loss of the validation dataset as evaluation metrics, and calculated sensitivity and specificity.

**Visualization:** Once we had trained the model, we generated gradient-class activation maps (grad-CAMs) using the test set. The Grad-CAMs produced a heatmap that highlighted regions in the image that were important for classification. This method provided an insight into the “black box” nature of the model and helped us to better understand how the model made decisions.
Results

A flowchart of the labeling and allocation is shown in Figure 2. The two cardiologists evaluated the 952 images, and relabeled 260 as "normal" and 378 as "heart failure." For each label, 25 different images were randomly allocated to the validation set and 25 to the test set, with the remaining images allocated to the training set. Examples of the labeling are shown in Figure 3.

The entire training process took 33 minutes. The learning curve of the model is shown in Figure 4. As learning progressed, accuracies on the training set and the
Figure 5. The heatmaps and probabilities of prediction. The original image is on the left and its heatmap is on the right, with its prediction probability written below. The red areas on the heatmaps show important regions, according to which the machine determined the classification.

Validation set increased to 93.9% and 92%, respectively, with the log loss on the sets decreasing to 17.6% and 23.8%, respectively. The trained model was able to classify the test data with an accuracy of 82%. The sensitivity and specificity for detection of heart failure on chest-X rays were 75% and 94.4% respectively. Figure 5 shows...
randomly selected examples of the prediction probabilities and heatmaps of the chest X-rays from the test set. The red areas on the heatmaps show important regions used by the machine to determine the classification. The prediction probabilities suggest most of the images were diagnosed correctly, and most of the heatmaps focused on the lung field and heart.

**Discussion**

In this study, we established a model to detect heart failure on chest X-rays by applying deep learning, and obtained an accuracy of 82%. Our model is useful for the diagnosis of heart failure, especially for general practitioners in primary care.

In the initial set-up stage, we used a chest X-ray database open to the public and developed by the NIH, without relabeling it, to obtain an accuracy of diagnosis of 74%. To improve accuracy, we verified the images in the dataset and discarded 202/462 (43.7%) images labeled “normal” and 112/490 images (22.9%) labeled “heart failure” (Figures 2, 3). It is important in deep learning to remove noisy or incomplete images to improve the quality of the learning data. The data relabeling process is a major reason why our method achieved a higher accuracy level than those reported in previous research.

In addition to the relabeling of the dataset, we used two techniques, data augmentation and transfer learning, to further improve accuracy. The dataset used was small, and this can lead to two major problems in the context of deep learning. One is the risk of “overfitting,” which means that the trained network does not fit other and new data. In the case of overfitting, there should be a discrepancy between the learning curves of the training set and the validation set. However, in our case, both learning curves were similar, which suggests that we avoided overfitting through data augmentation and transfer learning. The second major problem arising from the small size of the dataset is that the machine cannot extract a sufficient number of features. To verify that it could detect features needed for the diagnosis of heart failure using chest X-rays, we prepared heatmaps to visualize the process of classification. The heatmaps showed that the machine focused on the lung field and heart in the images, which means that it extracted features and classified images in the same manner as doctors. The success of our method can thus be attributed to transfer learning.

A previous study using deep learning to detect cardiomegaly on chest X-rays achieved 87.3% accuracy. Considering the small sample size and the difficulty of detecting heart failure compared to cardiomegaly, this study can be said to have achieved a similar level of accuracy as the previous one. Furthermore, this study is novel, in that it is the first attempt to apply deep learning to the detection of heart failure on chest X-rays.

**Limitations:** As described above, the first limitation of this study is the small size of the dataset, given that deep learning usually requires thousands of data items to yield high accuracy. Indeed, images with ambiguous radiolucency were prone to being misdiagnosed by the model. However, given the results of the learning curve and the heatmaps, we think we can overcome this limitation to some extent through data augmentation and transfer learning. The second limitation of this study is that we did not differentiate between non-cardiac diseases, such as pneumonia and heart failure, where a differential diagnosis of these diseases is clinically important. In future work, we will try to create a program that can differentiate between a variety of diseases, including non-cardiac diseases. Third, the ChestX-ray8 dataset that we used offers only limited information on the patients, such as gender and age. Because the clinical background of the patients is uncertain, we had to define heart failure as “cardiomegaly or congestion,” which can be judged only from the chest X-ray images. Therefore, there is a possibility of including cardiomegaly resulting from causes other than heart failure, such as hemodialysis. In future work, we will try to establish a program with higher clinical utility that can classify images into more detailed categories such as “heart failure with preserved ejection fraction” (HFpEF) or “heart failure with reduced ejection fraction” (HFrEF). This will be done by adding more clinical information, such as data from echocardiograms or laboratory data.

**Conclusion**

Deep learning is useful for the diagnosis of heart failure on chest X-ray images. Further research is needed to build larger high-quality datasets to create more clinically useful models.
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