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Abstract: In this paper, we propose a method to prioritize email using a trust network among users for supporting email triage, and evaluate its effectiveness with extensive experiments. In recent years, the amount of email received by individuals has increased, and therefore the time required for email triage (i.e., the process of going through unhandled email messages and deciding what to do with them) has therefore been increasing. Golbeck et al. proposed TrustMail, a prototype email client that prioritizes email in user’s mailbox using a trust network (i.e., a social network representing trust relationships among users). In this paper, we extend the TrustMail concept to allow message-based email prioritization using inter-recipient trust, which is inferred trust score from the recipient to other recipients. We propose a method called EMIRT (Estimating Message Importance from inter-Recipient Trust) for enabling message-based prioritization. Through extensive experiments utilizing two email datasets, we quantitatively evaluate the effectiveness of EMIRT for email prioritization. Our experimental results show that EMIRT is effective for email prioritization. Specifically, our results show that EMIRT achieves significantly higher recall and precision than TrustMail in both email datasets and that EMIRT hardly gives low scores to urgently replied email (i.e., EMIRT achieves a very low false negative).
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1. Introduction

In recent years, the amount of email received by individuals has increased, and therefore the time required for email triage (i.e., the process of going through unhandled email messages and deciding what to do with them) has also increased[1], [2]. For instance, 16% of employees in a corporation were found to have spent one hour or more per day just for email triage[1]. Moreover, among heavy email users receiving more than 100 messages per day, 46% spent one or more hour per day just for email triage[1].

At the same time, the use of trust information is currently popular in social networking services. For instance, the social networking service Orkut[3] allows participants to assign one of four levels of trust score to their acquaintances, and the assigned trust levels are visible to other users. In other services such as Molesking[4] and FilmTrust[5], participants are allowed to give trust scores to their acquaintances. Likewise, the consumer review site Epinions.com[6] permits users to give trust scores to other users.

Golbeck et al. [7] proposed TrustMail, a prototype email client that prioritizes email in user’s mailbox using a trust network. The trust network is expressed by a directed graph whose edges are weighted by trust scores. TrustMail is a pioneering work in its use of trust networks to email triage. TrustMail assumes that trust scores on his/her acquaintances have been entered by a person and the trust network is accessible.

TrustMail has several clear advantages. In particular, TrustMail can prioritize email from unknown senders. When a user receives email from an unknown sender, TrustMail prioritize the email by inferring a trust score from the recipient to the sender (i.e., sender trust) by assuming the transitivity of trust relationships among users (e.g., if A trusts B and B trusts C, then A should trust C)[7]. Moreover, the burden on users to configure TrustMail is minimal, as users are only required to input and update the trust scores to their acquaintances in the trust network, which is information that is unlikely to change frequently.

We believe the approach of TrustMail is novel, yet several open issues remain. The primary issue is that TrustMail uses sender-based prioritization. TrustMail prioritizes email only using sender trust. Thus, TrustMail gives the same priority to all email from the same sender, which could degrade the accuracy of email prioritization. In addition, TrustMail assumes that the trust network is readily accessible, whereas in reality, the trust network may be difficult to obtain. For TrustMail to prioritize email effectively, almost all email users would need to join a social networking service, and the trust scores with their acquaintances in this service would need to be entered and made publicly available. However, in actually, many email users do not join social networking services, and even if they do join, they may not give trust scores.
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In this paper, we therefore extend the TrustMail concept to allow message-based email prioritization. In many cases, email has one sender and multiple recipients. Our key idea is prioritizing email by using not only the sender trust but also the inter-recipient trust, which is inferred trust score from the recipient to other recipients. We propose a method called EMIRT (Estimating Message Importance from Inter-Recipient Trust). In addition, we propose a method for constructing an implicit trust network, which can be obtained easily from email logs in MTAs (Message Transfer Agents), rather than relying on users to explicitly enter information into a trust network. An implicit trust network can be constructed using the frequency of email exchanges and replies among email users. EMIRT can then substitute an implicit trust network for an explicit one.

We also quantitatively evaluate the effectiveness of EMIRT and TrustMail for email prioritization through extensive experiments using two email datasets (i.e., the Enron Email Dataset, a large email corpus [8], and email between graduate students in our laboratory). To the best of our knowledge, performance evaluation of trust-based email prioritization has not been performed. Although a prototype of TrustMail has already been implemented and preliminary investigations on the possibility of calculating sender trust scores have been performed [7], the effectiveness of TrustMail for email prioritization has not yet been fully explored. Intuitively, one would expect that trust-based email prioritization is helpful for email triage. However, the effectiveness of trust-based email prioritization for email triage needs to be evaluated quantitatively.

The remainder of this paper is organized as follows. In Section 2, we introduce related works concerning email triage, as well as studies using trust information for other purposes. The proposed method for message-based email prioritization using inter-recipient trust, EMIRT, is presented in Section 3. Section 4 outlines our extensive experiments conducted on the two email datasets to evaluate the effectiveness of EMIRT. Finally, Section 5 concludes this paper and discusses future works.

2. Related Works

In the literature, several approaches have been proposed to facilitate email triage [9], [10], [11], [12], [13] and these methods can be classified into three categories: abstraction, classification, and prioritization.

Email abstraction summarizes a large amount of email to help users quickly grasp the content of messages. For instance, Smaranda et al. have proposed an approach for creating a summary of many email messages by extracting keywords from the email content using machine learning [12].

Email classification categorizes a large amount of email based on predefined rules. For instance, Balter et al. have proposed a simple mechanism to automatically classify unread email in the user’s mailbox into different folders based on predefined rules such as the number of recipients and the words contained in the subject [9]. Neustaedter et al. have proposed a user interface that enables users to dynamically sort email based on several statistical metrics such as the total number of email exchanges with the sender and the percentage of prior messages from the sender to which the user replied [11].

Email prioritization estimates the priority of each email. For instance, Dredze et al. have proposed a history-based approach for predicting whether an email requires a reply by using the email exchange history between the user and the sender [10]. Yoo et al. have proposed a machine-learning approach that prioritizes email using a support vector machine (SVM) model with supervised learning [13].

We believe that a promising approach for email prioritization is to utilize social networks among email users. Garriss et al. have proposed a simple binary (i.e., high and low) email prioritization application called ReliableEmail that automatically constructs a sender white list from a social network [14]. ReliableEmail traverses the social network and adds contacts to the sender white list based on the observed relationships (e.g., friends and friend-of-friend are added to the white list). Golbeck et al. have proposed an email prioritization system called TrustMail, which uses a trust network [7].

We should note that use of trust information and trust networks for recommendations has been actively studied in the literature [4], [5], [15], [16], [17], [18], [19], [20]. This prior research on item recommendation is similar to our research on email prioritization in that the goal is to infer the usefulness of information from trust scores. However, item recommendation and email prioritization are different in the type of information they target. While item recommendation methods target public information, email prioritization focuses private information. Since each item in an item recommendation is public to others, recommendations can be given by using collaborative filtering, which is a conventional technique for making recommendations [21]. On the contrary, collaborative filtering cannot be used for email prioritization since each message is private information.

3. EMIRT (Estimating Message Importance from Inter-Recipient Trust)

3.1 Overview

In this section, we propose a method called EMIRT to enable message-based prioritization. While TrustMail prioritizes email by using sender trust, the proposed EMIRT prioritizes email by using not only sender trust but also the inter-recipient trust. We use the same algorithm as TrustMail for calculating inferred trust scores from the recipient to the sender and other recipients. In this section, we first explain the concept of the proposed method. Then, the trust inference algorithm used in TrustMail and EMIRT are explained briefly in Section 3.2. The detailed algorithm of EMIRT is explained in Section 3.3. Section 3.4 discusses the proposed method to create implicit trust network.

EMIRT prioritizes email based on the idea that a high sender trust and a high inter-recipient trust imply that an email has great importance. Email is widely used for multicast-style communication. Hence, in many cases, we can use not only the sender trust but also the inter-recipient trust. By taking advantage of multiple inferred trust scores, we expect that EMIRT can successfully implement message-based email prioritization.

Figure 1 shows four examples of email that can be received by Bob. Let us assume that the inferred trust scores from Bob to
Alice and Carol are 1, and those from Bob to Mallory and Eve are 0. In cases (a) and (b), Bob receives an email message from Alice. Since the sender is the same, TrustMail gives equal priority to the email messages in (a) and (b). On the contrary, our EMIRT gives different priority scores to these email messages. Specifically, EMIRT gives a higher score to the message in (b), since Bob trusts both the sender (Alice) and the other recipient (Carol). However, the inter-recipient trust is different in situation (a), and the priority score of the message under EMIRT is lower since Bob does not trust the other recipient, Eve. In cases (c) and (d), Bob receives an email message from Mallory. Since the inferred trust score from Bob to Mallory is 0, TrustMail can not discriminate between the two messages. In contrast, EMIRT is able to prioritize these email, and a higher score is given to the message in (c) than in (d) since information on inter-recipient trust is available (i.e., Bob trusts Carol).

3.2 Trust Inference Algorithm

In this section, we briefly explain the algorithm for calculating an inferred trust score [7], [22], [23]. Figure 2 illustrates an example of trust inference using a trust network. Refer to Refs. [7], [22], [23] for the details of the trust inference algorithm. Let a weighted directed graph $G = (V, E)$ be a trust network, where the weight of an edge $(i, j) \in E$ represents the trust score from $i$ to $j$, which is denoted by $T_{ij}$. We assume that $0 < T_{ij} \leq 1$ and $T_{ii} = 1$. If no edge exists from node $i$ to node $j$, then the trust score from $i$ to $j$ is unknown.

Golbeck et al. proposed several trust inference algorithms for use with binary trust networks [7] and weighted trust networks [22], [23]. Since we use a weighted trust network in this paper, we introduce trust inference algorithm for weighted trust networks [22], [23].
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**Fig. 1** Four examples of email reception: The inferred trust scores from Bob to Alice and Carol are 1, and those from Bob to Mallory and Eve are 0.
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**Fig. 2** An example of trust inference using a trust network: First, shortest paths from node $r$ to the neighbor node of node $s$ (i.e., node $k$’s with $(k, s) \in E$) are obtained. There are three shortest paths: $P_1$: $r \rightarrow e \rightarrow a$, $P_2$: $r \rightarrow d \rightarrow a$, and $P_3$: $r \rightarrow e \rightarrow b$. Next, the minimum edge weight along each shortest path (i.e., path weight) is obtained. The path weights of path $P_1$, $P_2$, and $P_3$ are 0.9, 0.8, and 0.9, respectively. Then, only the paths with maximum path weight are utilized for calculating inferred trust score. In this case, path $P_1$ and $P_3$ are utilized. Utilizing path $P_1$, $\overline{T}_{ra}$ is obtained by traversing the trust network. Node $a$ returns its trust score of node $s$, $\overline{T}_{as}$ (0.8) as $\overline{T}_{ra}$ to node $c$. Then, $\overline{T}_{rc}$ is set to the equal value with $\overline{T}_{as}$ (0.8). Similarly, utilizing path $P_3$, $\overline{T}_{rc}$ is also obtained. Finally, $\overline{T}_{rc}$ is obtained by calculating weighted mean of $\overline{T}_{ra}$ and $\overline{T}_{rc}$ weighted by $\overline{T}_{ac}$ and $\overline{T}_{bd}$. In this case $\overline{T}_{rc}$ is $(0.8 \times 0.9 + 0.6 \times 1.0)/(0.9 + 1.0) = 0.7$.
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**Figure 3** An example of trust inference using a trust network: First, shortest paths from node $r$ to the neighbor node of node $s$ (i.e., node $k$’s with $(k, s) \in E$) are obtained. There are three shortest paths: $P_1$: $r \rightarrow e \rightarrow a$, $P_2$: $r \rightarrow d \rightarrow a$, and $P_3$: $r \rightarrow e \rightarrow b$. Next, the minimum edge weight along each shortest path (i.e., path weight) is obtained. The path weights of path $P_1$, $P_2$, and $P_3$ are 0.9, 0.8, and 0.9, respectively. Then, only the paths with maximum path weight are utilized for calculating inferred trust score. In this case, path $P_1$ and $P_3$ are utilized. Utilizing path $P_1$, $\overline{T}_{ra}$ is obtained by traversing the trust network. Node $a$ returns its trust score of node $s$, $\overline{T}_{as}$ (0.8) as $\overline{T}_{ra}$ to node $c$. Then, $\overline{T}_{rc}$ is set to the equal value with $\overline{T}_{as}$ (0.8). Similarly, utilizing path $P_3$, $\overline{T}_{rc}$ is also obtained. Finally, $\overline{T}_{rc}$ is obtained by calculating weighted mean of $\overline{T}_{ra}$ and $\overline{T}_{rc}$ weighted by $\overline{T}_{ac}$ and $\overline{T}_{bd}$. In this case $\overline{T}_{rc}$ is $(0.8 \times 0.9 + 0.6 \times 1.0)/(0.9 + 1.0) = 0.7$.

Basically, an inferred trust score from node $i$ to node $s$, which is denoted by $\overline{T}_{is}$, is calculated by recursively traversing the trust network using a breadth-first search (BFS) algorithm, as described below. This algorithm returns $\overline{T}_{is}$, as well as the path weight from node $i$ to node $s$, denoted by $w_{is}$, which represents the minimum of link weights (trust scores) along the shortest path from node $i$ to node $k$ with $(k, s) \in E$, and the number of hops of the shortest path from node $i$ to node $s$, denoted by $d_{is}$. Both of $w_{is}$ and $d_{is}$ are used in calculating an inferred trust score. Note that in the BFS algorithm, each node is visited at most once.

1. **Check acquaintances**
   - If node $i$ has a trust score to node $s$, return the trust score $T_{is}$.
   - Namely, $\overline{T}_{is} \leftarrow T_{is}$, $d_{is} \leftarrow 1$, and $w_{is} \leftarrow 1$, and then return $\overline{T}_{is}$, $d_{is}$, and $w_{is}$ if $(i, s) \in E$. If node $i$ has no neighbor to visit, $\overline{T}_{is} \leftarrow 0$, $d_{is} \leftarrow \infty$, and $w_{is} \leftarrow 0$, and then return $\overline{T}_{is}$, $d_{is}$, and $w_{is}$. Otherwise, proceed to the next step.

2. **Obtain trust scores from all neighbors**
   - Ask all neighbors of node $i$ to return their trust scores for node $s$.
   - Namely, for all node $j$’s with $(i, j) \in E$, obtain $\overline{T}_{ij}$’s, $d_{ij}$’s, and $w_{ij}$’s by recursively performing the algorithm from the step (1) with making the current node be $j$.

3. **Calculate average trust score**
   - Calculate the weighted mean of trust scores obtained from all neighbors as follows. First, calculate the number of hops from node $i$ to node $s$ through node $j$ and the path weight from node $i$ to node $s$ through node $j$.
   - Namely, $d_{ijs} \leftarrow d_{ij} + 1$ and $w_{ijs} \leftarrow \min(w_{ij}, T_{ij})$ for all $j$’s. Then, $\overline{T}_{is}$ is obtained as
3.3 EMIRT Email Prioritization Algorithm

Symbolic notation used throughout this paper is illustrated in Fig. 3. This figure shows the example of email $m$ being sent from sender $s$ to three recipients $\mathcal{R}^m = \{r_1, r_2, r_3\}$.

EMIRT prioritizes email $m$ by using the inferred sender trust score and inferred inter-recipient trust scores. Other recipients are identified from the header of the email (e.g., To and Cc fields). Specifically, the priority score of email $m$ received by recipient $r$ is given by

$$p^m_r = \eta^s \bar{T}_{i,s} + \xi^m \sum_{w \in \mathcal{R}^m} \bar{T}_{w,s}, \tag{2}$$

where $\bar{T}_{i,s}$ is an inferred trust score from $i$ to $s$ (i.e., $(r,s) \in E$). $\bar{T}_{i,s}$ is the trust score $T_{i,s}$ if node $s$ is not reachable from node $r$ (i.e., there exists no path from node $r$ to node $s$), $\bar{T}_{i,s} = 0$.

3.4 Implicit Trust Network Construction

In this section, we propose a method for constructing an implicit trust network using the email exchange history among email users. Such email history should be easier to obtain than an explicit trust network.

If user $i$ sends email to user $j$ frequently, we can assume that user $i$ trusts user $j$. Moreover, if user $i$ frequently replies to email from user $j$, we can assume that user $i$ trusts user $j$. Based on these assumptions, the trust score from user $i$ to user $j$ is estimated as the linear combination of sending frequency from user $i$ to user $j$ and replying frequency from user $i$ to user $j$. Namely, the trust score from user $i$ to user $j$, $T_{i,j}$, is given by

$$T_{i,j} = w \lambda_{i,j} + (1 - w) \mu_{i,j}, \tag{3}$$

where $\lambda_{i,j}$ is the normalized sending frequency from user $i$ to user $j$, $\mu_{i,j}$ is the normalized replying frequency from user $i$ to user $j$, and $w$ is a parameter. $\lambda_{i,j}$ is defined as

$$\lambda_{i,j} = 1 - \frac{1}{1 + \frac{M_{i,j}}{N_i}}, \tag{4}$$

where $N_i$ is the number of email messages from user $i$ to all users in a given observation period, and $\bar{N}_i$ is the median of $N_{i,j}$ for all $j$’s. Similarly, $\mu_{i,j}$ is defined as

$$\mu_{i,j} = 1 - \frac{1}{1 + \frac{M_{i,j}}{\bar{M}_i}}, \tag{5}$$

where $M_{i,j}$ is the number of email messages replied from user $i$ to user $j$ in a given observation period, and $\bar{M}_i$ is the median of $M_{i,j}$ for all $j$’s. $\lambda_{i,j}$ is 0 if $i$ sends no email messages to $j$, is 0.5 if $i$ sends $\bar{N}_i$ messages to $j$, and approaches towards 1 as $N_{i,j}$ increases. Similarly, $\mu_{i,j}$ is 0 if $i$ sends no replies to $j$, is 0.5 if $i$ sends $\bar{M}_i$ replies to $j$, and approaches towards 1 as $M_{i,j}$ increases. Hence, $T_{i,j}$ is 0 if $i$ sends no email messages to $j$, and approaches towards 1 as $N_{i,j}$ and $M_{i,j}$ increase. $T_{i,j}$ is 0.5 if $N_{i,j} = \bar{N}_i$, $M_{i,j} = \bar{M}_i$, and $w = 0.5$.

4. Experiments

4.1 Experiments with Enron Email Dataset

4.1.1 Methodology

We evaluate the effectiveness of our proposed method for prioritizing email through experiments using the Enron Email Dataset[8], a large email corpus. The Enron Email Dataset contains 252,759 email messages with headers and body texts of 151 users in the Enron Corporation. To the best of our knowledge, the Enron Email Dataset is the only real corporate email dataset that is publicly available, and it has been used for several studies (for example, see Refs. [24], [25], [26] and the references therein). Because of its size and availability, Enron Email Dataset should be useful for evaluating the effectiveness of EMIRT in prioritizing email. For evaluation, we perform preprocessing to the dataset by removing duplicate email. Moreover, 15 inactive users who sent less than 21 email messages over the two-year period from April 1, 2000 to March 31, 2001 are removed in order to exclude users who have email accounts but rarely used them. The average and median number of email sent by the 151 users are 1,310 and 408, respectively.
To evaluate the effectiveness of EMIRT, we investigate the correlation between the estimated importance of an email calculated by the proposed method and the actual time-to-reply in the dataset. Namely, we examine the effectiveness of EMIRT in identifying urgent email. For comparison purposes, we also investigate the correlation between the inferred sender trust of email, which is equivalent to the score of TrustMail, and the time-to-reply. Note, in this experiment we cannot evaluate the effectiveness of EMIRT in estimating the importance of unreplied, but nevertheless important, email.

The time-to-reply for each email in the Enron Email Dataset is obtained as follows. Since the Reply-To fields are missing in the email headers in the Enron Email Dataset, we determine the original email and the replying email by using the subject line of the email. Specifically, if a user receives an email and he/she returns an email to the sender with the same subject line, but with a prefix Re:, those two email are considered as the original email and the replying email, respectively. The time-to-reply for the original email is obtained as the elapsed time between receiving the original email and sending the replying email. Note that not all replying email could be discovered since we simply identified replying email through their subject lines. The 25th, 50th, and 75th percentiles of the time-to-reply for all replied email are 0.28 hours, 1.6 hours, and 16.4 hours, respectively. Approximately 2% of all email in the dataset received a replying email.

In this experiment, we prioritize 105,677 email messages received during the period from April 1, 2001 to March 31, 2002 using EMIRT.

To prioritize each email, an implicit trust network is obtained using email received after April 1, 2000 and before the arrival of the email to be prioritized according to the method explained in Section 3.4. Unless explicitly stated, we use $w = 0.5$ as the weighting parameter for determining trust scores in the implicit trust network.

We used $\eta = \xi = 1/(1 + |R^m|)$ to calculate EMIRT scores in the following experiments.

### 4.1.2 Correlation between EMIRT Score and Time-to-reply

We first investigate the relation between EMIRT score of an email and its time-to-reply. A boxplot that represents relation between EMIRT score and time-to-reply is shown in Fig. 4. For comparison purpose, a boxplot representing the relation between TrustMail score and time-to-reply is shown in Fig. 5. In these figures, email are classified into five sets based on their time-to-reply: not-replied, slowly-replied, medially-replied, fastly-replied, and urgently-replied. Replied email are split into four sets (i.e., slowly-replied, medially-replied, fastly-replied, and urgently-replied) based on the quartile ranges. All non-replied email are classified as not-replied. The box in the figure indicates the range of values from the first quartile (25%-tile) to the third quartile (75%-tile) of EMIRT scores. The line within the box indicates the median (50%-tile). The ends of whiskers of the box are the lowest datum within 1.5 IQR (Inter Quartile Range) of the first quartile and the highest datum within 1.5 IQR of the third quartile [27]. Outliers are shown as lines with a dot.

Comparison of Figs. 4 and 5 indicates that both EMIRT and TrustMail scores have a weak, negative correlation with time-to-reply, and that EMIRT score has slightly stronger correlation than TrustMail score. The quartiles of EMIRT and TrustMail scores of email in urgently-replied sets are relatively higher than those in slowly-replied and not-replied sets. The correlation coefficient between EMIRT score and time-to-reply is $-0.077$, and the correlation coefficient between TrustMail score and time-to-reply is $-0.072$.

We then perform a more detailed analysis to investigate the relation between EMIRT/TrustMail score and time-to-reply. Histograms of EMIRT and TrustMail scores for the five sets are shown in Fig. 6.
Table 1 Percentage of email that EMIRT and/or TrustMail cannot prioritize.

<table>
<thead>
<tr>
<th>description</th>
<th>percentage</th>
<th>count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) email from strangers (i.e., persons who are not directly connected with the recipients)</td>
<td>49%</td>
<td>52,229</td>
</tr>
<tr>
<td>2) email from strangers who are unreachable in the implicit trust network</td>
<td>21%</td>
<td>22,413</td>
</tr>
<tr>
<td>3) email from strangers, sent to recipients who are all strangers, all of whom are unreachable in implicit trust network</td>
<td>11%</td>
<td>11,944</td>
</tr>
</tbody>
</table>

Figure 6 clearly shows that use of EMIRT results in more consistent prioritization than TrustMail. For instance, the histograms of EMIRT scores (Fig. 6 (a)–(d)) take an almost convex form, whereas the variability of TrustMail scores is high. Such a stable prioritization indicates that EMIRT rarely gives low scores to urgently replied email (i.e., EMIRT achieves a very low false negative). Since a low rate of false negative is required in email triage, these results suggest the effectiveness of the proposed EMIRT for email triage.

4.1.4 Notes on Message-based Email Prioritization

Next, we investigate the effectiveness of the proposed EMIRT for message-based email prioritization. Table 1 summarizes the fraction of email that EMIRT and/or TrustMail cannot prioritize, 1) the percentage of email from strangers (i.e., persons who are not directly connected with the recipients in the implicit trust network), 2) the percentage of email from strangers who are unreachable in the implicit trust network, and 3) the percentage of email from strangers, sent to recipients who are all strangers, all of whom are unreachable in the implicit trust network. Since TrustMail utilizes only the sender trust, TrustMail cannot prioritize email from strangers who are unreachable in the implicit trust network. Similarly, EMIRT cannot prioritize email whose senders and recipients are unreachable in the implicit trust network. Table 1 indicates that EMIRT fails to rate just 11% of email whereas TrustMail fails to prioritize 21% of messages.

To evaluate the effectiveness of EMIRT for message-based prioritization, we calculate the precision and recall only for email from strangers (Figs. 9 and 10). We select email from strangers, and calculate precision and recall for those email similarly to the previous section. Then, we examine the effectiveness of EMIRT for prioritizing email from strangers.

Again, these results (Figs. 9 and 10) show that EMIRT achieves significantly higher levels of precision and recall than TrustMail. Precision and recall with TrustMail are comparable with those of EMIRT. For instance, EMIRT achieves approximately 15% higher recall than TrustMail with $p = 0.5$. As we have discussed in Section 4.1.2, such a high recall implicitly suggests the effectiveness of EMIRT for supporting email triage.
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of random extraction, and little improvement can be seen over random extraction. On the contrary, EMIRT achieves significantly higher precision and recall than TrustMail. These observations suggest that EMIRT has higher accuracy since it conducts message-based prioritization, rather than sender-based prioritization.

4.1.5 Parameter Sensitivity Analysis

In this section, parameter sensitivity of our proposed EMIRT is examined.

First, we calculate precision and recall while changing the length of the time period over which information is taken from the dataset used to create the implicit trust network (Figs. 11 and 12). For each email message to be prioritized, implicit trust networks are created using email received during the one-month, six-month, and 12-month periods before the arrival of the email.

From these results (Figs. 11 and 12), one can see that precision and recall for the one-month dataset and 12-months dataset is not particularly different. When \( p \) is small, precision and recall for the 12-months dataset are slightly higher than for the one-month dataset. On the contrary, when \( p \) is large, precision and recall for the 12-months dataset is slightly lower than for the one-month dataset. For instance, when the fraction \( p \) is 0.1, recall for the 12-months dataset is approximately 0.29, whereas recall for the one-month dataset is approximately 0.27. Conversely, when \( p \) is 0.5, recall for the 12-months dataset is approximately 0.82 while recall for the one-month dataset is approximately 0.84. These results suggest that a long-term dataset is required for accurately extracting small numbers of replied email messages. However, these results also suggest that a month is long enough period to extract most replied email messages.

Second, we calculate precision and recall when changing parameter \( w \), which is used in the creation of the implicit trust network (Figs. 13 and 14). From these results (Figs. 13 and 14), we can see that precision and recall with EMIRT do not drastically change when \( w \) is changed. However, when \( w \) is set to either 0 or 1, precision and recall are slightly lower than for other values of \( w \). Moreover, using a smaller value for \( w \) slightly improves precision and recall. These results suggest that the accuracy of EMIRT can be slightly improved by choosing an optimal value for \( w \). However, drastic improvements are not to be expected.

Third, we calculate precision and recall under two settings of \( \eta \) and \( \xi \), which are the parameters used in EMIRT score calculations (Figs. 15 and 16). Namely, we use (a) \( \eta^p = \xi^p = 1/(1 + |R|^p) \) and (b) \( \eta^p = 1/2, \xi^p = 1/(2|R|^p) \). From these results (Figs. 15 and 16), one can see that precision and recall with parameters \( \eta^p = \xi^p = 1/(1 + |R|^p) \) are slightly higher than those with parameters \( \eta^p = 1/2, \xi^p = 1/(2|R|^p) \). However, the differences are not so significant in practice, since the difference in recall is less than two percent.
### 4.2 Experiments with Laboratory Email Logs

#### 4.2.1 Methodology

Next we evaluate the effectiveness of EMIRT in estimating importance of email through experiments using 15,070 email messages received by three graduate students in our laboratory during the one-year period from April 1, 2010 to March 31, 2011. Note that spam email is excluded by the spam filters used by the students.

We conduct similar experiments in Section 4.1 using the same parameter configurations. We prioritize 8,982 email messages that were received during the six-month period period from September 1, 2010 to March 31, 2011. For each email to be prioritized, an implicit trust network is created using the method explained in Section 3.4 with the email received after April 1, 2010 to before the arrival of the email to be prioritized. Note that the time-to-reply for each email is obtained using In-Reply-To field in the email header. The 25th, 50th, and 75th percentiles of the time-to-reply for all replied email is obtained using In-Reply-To field in the email header. The 25th, 50th, and 75th percentiles of the time-to-reply for all replied email are 0.4 hours, 2.0 hours, and 10.6 hours, respectively.

#### 4.2.2 Correlation between EMIRT Score and Time-to-reply

We first investigate the relation between the EMIRT score of an email and its time-to-reply. Similarly to the experiments in Section 4.1, a boxplot representing the relation between EMIRT score and time-to-reply is shown in Fig. 17. For comparison purpose, a boxplot representing the relation between TrustMail score and time-to-reply is shown in Fig. 18.

These results (Figs. 17 and 18) show that both EMIRT and TrustMail scores have a weak, negative correlation with time-to-reply. Compared to the experiments with Enron Email Dataset, the correlation between EMIRT score and time-to-reply is stronger. The correlation coefficient between EMIRT score and time-to-reply is \(-0.28\), and the correlation coefficient between TrustMail score and time-to-reply is \(-0.21\).

#### 4.2.3 Performance Evaluation for Email Triage

We examine the effectiveness of EMIRT for email triage by investigating its levels of precision and recall. Precision and recall, when the fraction \(p\) of email with high EMIRT/TrustMail scores is extracted, are shown in Figs. 19 and 20, respectively.

Similar to the experiments with Enron Email Dataset, these results (Figs. 19 and 20) show that EMIRT achieves significantly higher precision and recall than TrustMail. In contrast to the experiments with Enron Email Dataset, EMIRT achieves significantly higher recall than TrustMail, even when the fraction \(p\) of email messages extracted is small.

Although we cannot overly generalize from our experiments performed on only two datasets, our results suggest that EMIRT could be an effective method for email triage in several environments. Experimental results using email in our laboratory are similar to those with the Enron Email Dataset. Hence, we expect that EMIRT could be effective for email triage in a variety of environments.

### 5. Conclusion and Future Works

In this paper, we have proposed a method called EMIRT for enabling message-based email prioritization. EMIRT can achieve better email prioritization since it utilizes inter-recipient trust, in addition to sender trust.

Furthermore, through extensive experiments using two email datasets, the Enron Email Dataset [8] and email among graduate students in our laboratory, we have quantitatively evaluated the effectiveness of EMIRT for email prioritization. Our results show that EMIRT achieves high recall, which is favorable for supporting email triage. In particular, approximately 85% of quickly replied email messages are identified when 50% of email messages are extracted. On the contrary, our results show that the precision of EMIRT is not as high as we would hope. One reason for this low precision is that only a small proportion of all email normally receive a reply. However, improved precision is required to reduce the burden on users to triage email.

Improving the accuracy of email prioritization, using information in addition to trust networks could be promising. For instance, the context of an email is considered useful for prioritization. In Ref. [29], email with social context and email with information requests have been shown to prompt email replies. The
literals contained in an email would also be useful information to consider. In Ref. [10], the presence of question marks has been shown to affect replying actions. Moreover, the use of machine learning techniques such as SVMs are effective [13]. Since the time-to-reply can be obtained using the email exchange history, supervised learning can be performed without explicit input by users.
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