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Abstract: Researchers have found that about 70% of information systems (IS) development projects in Japan have failed, thus increasing the demand for solutions that will increase expected project success rates. In this study, we seek to explore such a solution by identifying factors that affect the degree to which Japanese IS development projects succeed or fail. We accomplish this by using an Internet-based questionnaire and statistical analysis. The questionnaire, which was primarily comprised of questions related to CMMI, yielded responses from 650 project managers who work for Japanese IT vendors. Multivariate analyses and structure equation modeling techniques demonstrated that seven factors, “Ordering Company’s Skill and Requirement,” “Project Planning,” “Detailed Planning and Product Quality in Each Phase,” “Project Monitoring and Control,” “Change Requirement Management,” “Skill and Teamwork of Project Members,” and “Schedule Progress in Each Phase” influence project performance. Results also showed that these factors covary.
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1. Introduction

The information technology (IT) industry has grown rapidly since the emergence of the commercial computer in the 1950s. One of the chief sub-industries of the information technology industry is referred to as information systems development. According to the Japan Users Association of Information Systems [1], IT vendors perform about 77% of all the work within the Japanese information systems development field. Further, the United States Department of Commerce [2] has claimed that IT vendors perform about 36% of all software development in the U.S. In addition to the large portion of IT-related work performed by Japanese IT vendors, investment in information systems development in Japan is increasing. For example, in 2011, over 100 billion U.S. dollars (USD) were invested in the Japanese information systems development industry [3]. That figure is expected to grow in the coming years.

Despite clear advances, projects within the Japanese information systems development industry are characterized by a relatively large rate of failure. This has become a concern for researchers and practitioners alike. McLeod and MacDonell [4], who surveyed previous research on IT development, identify a factor classification called “People and Action” that is related to project performance. Within this factor classification, the authors identify a sub-factor, which they referred to as a “developer”. A significant amount of other research has also argued that due to their technical skill, experience, and communicative skills, developers heavily influence project performance. Fitzgerald [7] and Fitzgerald et al. [8] argue that developers who possess a number of critical competencies increase productivity, and thus, project performance. According to Nikkei BP, about 70% of Japanese information systems development projects since 2003 have failed, despite expectations of increasing success rates. Similarly, the Standish Group [6] found that roughly 70% of software development projects in the U.S. have failed or been cancelled. In light of these issues, this research aims to reduce project failure rates by identifying factors that influence project performance. Specifically, we will focus on IT vendors as critical components of information systems development processes in Japan.

2. Related Works

To effectively explore those characteristics that affect project success, we focus on two key points: the IT vendor and the relationships between explanatory factors. We describe these key points below.

2.1 IT Vendors

As evidenced by the degree to which researchers have studied them, IT vendors play a critical role in information systems development in Japan. In a review of extant research on IT development, McLeod and MacDonell [4] identify a factor classification called “People and Action” that is related to project performance. Within this factor classification, the authors identify a sub-factor, which they referred to as a “developer”. A significant amount of other research has also argued that due to their technical skill, experience, and communicative skills, developers heavily influence project performance. For example, Fitzgerald [7] and Fitzgerald et al. [8] argue that developers who possess a number of critical competencies increase productivity, and thus, project performance.

The literature has identified two types of development in which a developer can participate. The first, which is directly man-
Fig. 1 Stakeholders of in-house development and outsourced development.

A large number of projects from large Japanese IT vendors as data to show the degree to which expected and actual performance differ. In addition, by investigating several IT vendors in China, Jun et al. [11] identifies factors that influence process performance and product performance. Although this research emphasized the influence of IT vendors on project performance, they neglected to explore the associations between its other predictors.

2.2 Relationships between Explanatory Factors

The second critical component related to the investigation of project performance relates to the associations between explanatory factors. In contrast to the research on the role of IT vendors, there is an abundance of research related to factors that influence project performance. However, most of this research has neglected to show that explanatory factors are mutually interrelated in some way. For example, The Standish Group [12] identified that “Lack of User Involvement” and “Incomplete Requirements” are predictors of project failure, but did not demonstrate that the former influences the latter. If the factors that are more proximal to the root can be specified, effective solutions for avoiding project failure can be implemented. Some studies have focused on relationships among these factors. For example, Gowan Jr. and Mathieu [13] used structural equation modeling (SEM) techniques to discover that technical complexity and project size influence project management, and that they affect project performance. Kwamura and Takano [14] also used SEM to test whether aspects of the organizational culture of an IT vendor affect project planning, which in turn affects project performance. Finally, Wixom and Watson [15] modeled the relationships between factors that affect data warehouse systems development. By employing partial least squares analysis, they likewise show that many of the explanatory factors are mutually influential. This extensive body of research has done much to clarify the relationships between factors that affect project performance. However, past research has neglected to incorporate the role of IT vendors in their analyses. Furthermore, the number of factors they explored was limited.

In response to these oversights, this study aims to identify factors that affect information systems development project performance by incorporating the two key points outlined above—the role of the IT vendor and the relationships among multiple factors. The methods through which this analysis was implemented are explained in the following section. The questionnaire we administered to collect data is outlined in Section 4. In Section 5, the results will be presented, and Section 6 will offer some discussion related to these results. In Section 7, we offer some concluding remarks.

3. Research Methods

Although there are a number of available data collection methods that could be leveraged for the current investigation, we elected to use an Internet-based questionnaire. Relative to questionnaires distributed via conventional mail, which uses the entire resident register as the parent population, Internet-based questionnaires cannot account for people who are not familiar with the Internet (e.g., the elderly). However, because our analyses relate to factors that affect project performance, our research population consisted of developers, project managers (PM), and senior managers (SM) who work for an IT vendor (see Fig. 1), so issues related to unfamiliarity with the Internet were minimal. Further, some researchers state that if the Internet is available as a means to collect data, then it should be exploited [16], [17]. For these reasons, we elected to use an Internet-based questionnaire.

To procure a large sample from which to collect data, The Net-Mile Research service, which has access to the largest number of potential respondents in Japan (roughly 4.4 million as of April, 2012), was used to distribute the Internet questionnaire.

The questionnaire was comprised of a large number of questions. To avoid the necessity of analyzing an overwhelming amount of data related to each question, we extracted common factors among the items. Then, to identify factors that affect project performance and explore the associations between them, we leveraged structural equation modeling techniques on the questionnaire data.

In summary, our investigation was conducted with the following steps:
Create the questionnaire,
Implement the questionnaire over the Internet,
Compose dependent measure: “project performance,”
Develop independent measures by extracting common factors from questions related to project activities, and
Apply SEM to identify factors that significantly affect project performance and determine the nature of the relationships between the factors.

4. Questionnaire

4.1 Questionnaire Design

The questionnaire consists of four parts: attributes, project activities, project performance, and free answers. In constructing the questions, we used researches and a survey that were developed by the Information-Technology Promotion Agency of Japan [18], [19], [20], [21] as a guide. Brief synopses of each part of the questionnaire are offered in Sections 4.1.1–4.1.4, and each question described in Section 4.1.2 can be found in Table 4.

4.1.1 Questionnaire Section: Attributes

To specify influential characteristics of the respondent and project on which he/she works, a question class related to attributes was created. These questions related to the age of the respondent, the size of the company for which he/she works, the type of project on which he/she works, and other dispositional traits of the respondent and project. Thirteen questions were included in this section of the questionnaire.

4.1.2 Questionnaire Section: Project Activities

To identify the activities that the respondents felt critical for project performance, one portion of the questionnaire was directly related to project activities. We expected responses to this portion of the questionnaire to vary depending on which type of development life cycle the respondents’ projects had adopted. Between 85–95% of Japanese IT projects adhere to the “waterfall” development life cycle [1], [21]. The waterfall model is a sequential development process, in which progress is seen as flowing steadily downwards through the phases of Requirement, Design, Implementation, Test, and Acceptance. West and Grant [22] argue that about 16% of IT projects use the waterfall model worldwide. Given (a) the large proportion of Japanese IT projects that adhere to the waterfall development life cycle, and (b) its applicability on projects that use the waterfall life cycle model, we referred to the Capability Maturity Model Integration [23] model to develop questions in this section. CMMI is a model that consists of 22 process areas. Nine of these process areas were of particular significance for our research, and were therefore used as guides in developing this section. These areas include: “Project Planning,” “Project Monitoring and Control,” “Risk Management,” “Requirements Management,” “Requirements Development,” “Technical Solution,” “Product Integration,” “Verification,” and “Validation.”

The portion of the questionnaire related to project activities was also guided by McLeod and MacDonell’s [4] “Development Processes” and “People and Action” classifications. Their “People and Action” classification relates to the skills and communication of each stakeholder. Therefore, we included the practices of not only IT vendor project members, but also stakeholders, SMs of the IT vendor, and ordering company project members, who correspond directly with IT vendor project members (see Fig. 1). See Table 1 for a summary of the elements that comprise the “Project Activities” section of the questionnaire.

4.1.3 Questionnaire Section: Project Performance

To determine the respective influences of various factors on project performance, it was necessary to construct an outcome measure that adequately gauged that performance. As such, one section of the questionnaire, entitled “Project Performance” was constructed.

Conceptualizing project performance is complicated because it has been approached from various perspectives [4]. Therefore, it is necessary to determine the definition of project performance appropriate for research purposes. Among the several viewpoints

<table>
<thead>
<tr>
<th>Classification</th>
<th>Corresponding process areas of CMMI</th>
<th>Main elements of the questionnaire</th>
<th>People and Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Planning</td>
<td>- Project Planning&lt;br&gt; - Conducting project planning activities&lt;br&gt; - Agreement of project planning with stakeholders</td>
<td>- PM skill&lt;br&gt; - Communication between PM, and ordering company and SM</td>
<td></td>
</tr>
<tr>
<td>Project Monitoring and Control</td>
<td>- Project Monitoring and Control&lt;br&gt; - Risk Management&lt;br&gt; - Monitoring and controlling project&lt;br&gt; - Management of risk&lt;br&gt; - Report to stakeholders</td>
<td>- PM skill and resource&lt;br&gt; - Communication between PM, and ordering company, SM, and project members</td>
<td></td>
</tr>
<tr>
<td>Change Requirement Management</td>
<td>- Requirements Management&lt;br&gt; - Management of change requirement</td>
<td>- Skill and resource of ordering company&lt;br&gt; - Skill and resource of project members&lt;br&gt; - Communication between ordering company and project members&lt;br&gt; - Teamwork between project members</td>
<td></td>
</tr>
<tr>
<td>Requirement Development</td>
<td>- Requirements Development&lt;br&gt; - Conducting requirement development activities&lt;br&gt; - Management of requirement development activities&lt;br&gt; - Agreement of requirement with stakeholders</td>
<td>- Skill and resource of project members&lt;br&gt; - Teamwork between project members</td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>- Technical Solution&lt;br&gt; - Conducting design activities&lt;br&gt; - Management of design activities&lt;br&gt; - Agreement of design with stakeholders</td>
<td>- Skill and resource of project members&lt;br&gt; - Teamwork between project members</td>
<td></td>
</tr>
<tr>
<td>Implementation</td>
<td>- Technical Solution&lt;br&gt; - Conducting implementation activities&lt;br&gt; - Management of implementation activities</td>
<td>- Skill and resource of acceptance test members(ordering company and/or IT vendor)&lt;br&gt; - Teamwork between acceptance test members</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>- Product Integration&lt;br&gt; - Verification&lt;br&gt; - Conducting test activities&lt;br&gt; - Management of test activities</td>
<td>- Skill and resource of acceptance test members(ordering company and/or IT vendor)&lt;br&gt; - Teamwork between acceptance test members</td>
<td></td>
</tr>
<tr>
<td>Acceptance Test</td>
<td>- Validation&lt;br&gt; - Conducting acceptance test activities&lt;br&gt; - Management of acceptance test activities</td>
<td>- Skill and resource of acceptance test members(ordering company and/or IT vendor)&lt;br&gt; - Teamwork between acceptance test members</td>
<td></td>
</tr>
</tbody>
</table>
of project performance, Development Process/Product and Stakeholder, are considered in this research.

First, performance in terms of the Development Process/Product is discussed. Development Process evaluates whether the development project meets with the plan such as delivery date and budget [6], [15]. On the other hand, Product is an evaluation of the effectiveness of the product produced in terms of the quality and organization profit from the product [24]. Because this study aims to clarify factors that affect development project performance, we focus on the viewpoint of the Development Process. Hence, the difference between the planned and observed costs, schedules, quality, and scope is selected as the definition of project performance in this research.

Second, performance in terms of the Stakeholder is discussed. In the viewpoint of the Stakeholder, the condition whether the Development Process/Product satisfies the expectations of stakeholders is evaluated. Several researchers have surveyed whether they satisfy each stakeholder’s expectation with respective criteria. For example, Riley and Smith [25] carried out different assessments of each stakeholder such as project team members, members outside the project team, and user, and evaluated project performance. From Fig. 1, four Stakeholders, high level manager of the ordering company, project of the ordering company, high level manager of the IT vendor, and project of the IT vendor, can be considered as objects for assessment in this research. Although the evaluation of satisfaction for all these stakeholders’ expectation is important, satisfaction for expectation of the IT vendor project is surveyed in this research.

Thus, for this index, the difference between the planned and observed costs, schedules, quality, and scope from the viewpoint of the IT vendor project was determined as the definition of project performance with the following items:

- You developed the planned scope (function).
- You completed within the planned cost.
- You delivered within the planned schedule.
- The developed system was the quality after the delivery (the number of defects) that you expected.

Respondents were asked to evaluate these statements based on their estimations at the beginning of the project relative to their performances at the end of the project. Moreover, respondents evaluated their performances considering the change of plans. For example, in the case of an increase in observed cost by external factors of the IT vendor project such as change in requirement from the ordering company, the difference between the planned and observed cost will not be generated because the ordering company invests additional fee in the IT vendor project for the change. On the other hand, in the case of an increase in observed cost owing to internal factors of the IT vendor project such as the IT vendor specialists with expertise in the CMMI reviewed the questionnaire. In this way, each respondent only provided data for those stages of the project that were completed prior to the project’s cancellation.

4. Results

5.1 Data Collection

The questionnaire was distributed by the NetMile Research service. To be eligible to respond, participants were required to meet four conditions. First, they must work for an IT vendor. Second, they must have been a PM of an information systems development project which was completed no sooner than April 2007. Third, they must understand all aspects of the project they managed. Fourth, the project they managed was required to have adopted the waterfall life cycle development model. Given these conditions, 650 respondents completed the questionnaire on May 28, 2012.

Despite modest deviation, data normality for responses to the Project Activities and Project Performance sections of the questionnaire was confirmed with a visual inspection of their respec-
tive distribution histograms.

5.2 Selection of Valid Data

To ensure that only valid data was incorporated into our analyses, we restricted our analyzable data on the basis of three conditions. First, we removed data that were derived from responses that took less than the seconds obtained after multiplying the number of questions by two. Based on this stipulation, 79 data points were disqualified from analysis. Second, data that were logically inconsistent (i.e., when current age minus years of experience in the IT industry was less than 15, when current age minus years of experience as a PM was less than 18) were considered invalid. This led to the removal of eight data points. Finally, data that indicated a clear misunderstanding of the questionnaire (as demonstrated through the free answers) were considered invalid, thus resulting in the removal of nine respondents from the dataset. Based on these criteria, 88 respondents were removed from the dataset. This resulted in a final sample of 562 respondents.

5.3 Distribution of Respondents

Within our dataset, the average respondent was 42.1 years old and possessed 18.1 years of experience in the IT industry, 8.7 of which were as a PM experience. In this area of study, these figures are relatively similar to those found in other investigations [27], [28]. Distributions of attributes are summarized in Table 2.

5.4 Data Analysis

The scope of these data was largely dependent on individual project cancellation. As shown in Table 2, 520 projects (92.5%) were not cancelled at any stage. This is in sharp contrast to the findings of the Standish Group [6] and Emam and Koru [26], who respectively reported that 24% and 11.5% of projects are cancelled. The comparatively low cancellation rate evident in our data may be due to the possibility that project cancellation in Japan is low relative to the rest of the world.

Missing data would normally represent a barrier to multivariate analysis, but we collected sufficient data to remove those cases in which cancellation had taken place. Therefore, we further reduced our sample to 520. To perform the statistical analyses, we used the SPSS Statistics Package v.20. We used SPSS AMOS Additional Package v.20 to leverage structure equation modeling on our data.

5.4.1 Composition and Factor Analysis of Questions

To prepare the raw data for analysis, it was necessary to reduce the individual questions into interpretable factors and indices. First, Project Performance, which consists of four questions, was transformed into one index variable to serve as an outcome measure to balance project quality, cost, schedule, and scope [29]. To construct this measure, responses to the questions in the Project Performance section of the questionnaire were averaged, yielding the response variable, Project Performance (Y). The reliability estimate of Y was sufficiently high (Cronbach’s alpha = 0.839) to confirm consistency across the index.

Second, predictors of project performance were extracted by applying maximum-likelihood factor analysis with Promax rotation to the 91 questions in the Project Activities section of the questionnaire. As a result of the analysis, 12 factors emerged as explanatory variables. The 12 factors explained 72.0% of the variance in the 91 questions of the Project Activities section prior to rotation. The correlations between the response variable and the factors are shown in Table 3, and the post-rotation pattern matrix is shown in Table 4.
Following the factor analysis, we assigned each factor a name on the basis of the questions that comprise them. These names are listed in Table 5.

5.4.2 Analysis of Relation of Factors
To explore the relationships between the factors that affect project performance, we leveraged SEM and multiple regression analysis to define paths between them. The results of these analyses are detailed in this section.

First, we employed multiple regression analysis to explore the effect of explanatory factors on project performance. Because not all explanatory variables might influence project performance, we applied the stepwise method. The stepwise method automatically extracts explanatory variables, which show most dominant F-value by repeatedly carrying out addition/removal of explanatory variables and multiple regression analysis. As a result, four explanatory variables: Schedule Progress in Each Phase (X8), Skill and Teamwork of Project Members (X1), Detailed Planning and Product Quality in Each Phase (X6), and Test (X9) were extracted. Given the extraction of these factors, the adjusted R² of the model was 0.706, indicating a good fit to the data (Table 6).

Second, a model was created by adding factors that have strong significant correlation coefficients from Table 3 to the multiple regression modeling. In order to obtain an optimal model, addition/removal of factors and paths between factors, and the analysis of SEM were repeatedly carried out until an effective SEM index was obtained. As a result, the model of Fig. 2 whose fit index of SEM was sufficient was obtained (see Table 7). In addition, because a model that included X3, X7, X9, X10, or X12 did not show sufficient fit index of SEM, it was concluded that the influences of these factors were relatively small, and these factors

Table 4 Factor analysis result of project activities.

<table>
<thead>
<tr>
<th>Factor</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
<th>X7</th>
<th>X8</th>
<th>X9</th>
<th>X10</th>
<th>X11</th>
<th>X12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q13.6</td>
<td>1.040</td>
<td>0.813</td>
<td>0.105</td>
<td>0.022</td>
<td>0.083</td>
<td>0.037</td>
<td>0.003</td>
<td>0.015</td>
<td>0.083</td>
<td>0.064</td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td>Q13.5</td>
<td>1.015</td>
<td>0.036</td>
<td>0.010</td>
<td>0.049</td>
<td>0.037</td>
<td>0.079</td>
<td>0.032</td>
<td>0.061</td>
<td>0.096</td>
<td>0.020</td>
<td>0.154</td>
<td>0.056</td>
</tr>
<tr>
<td>Q13.4</td>
<td>0.871</td>
<td>0.059</td>
<td>0.163</td>
<td>0.003</td>
<td>0.081</td>
<td>0.045</td>
<td>0.032</td>
<td>0.040</td>
<td>0.041</td>
<td>0.005</td>
<td>0.045</td>
<td>0.097</td>
</tr>
<tr>
<td>Q13.7</td>
<td>0.846</td>
<td>0.036</td>
<td>0.048</td>
<td>0.151</td>
<td>0.008</td>
<td>0.049</td>
<td>0.055</td>
<td>0.068</td>
<td>0.005</td>
<td>0.144</td>
<td>0.030</td>
<td>0.025</td>
</tr>
<tr>
<td>Q13.8</td>
<td>0.646</td>
<td>0.123</td>
<td>0.205</td>
<td>0.107</td>
<td>0.011</td>
<td>0.176</td>
<td>0.043</td>
<td>0.060</td>
<td>0.050</td>
<td>0.032</td>
<td>0.014</td>
<td>0.027</td>
</tr>
</tbody>
</table>

[Table 4: Factor analysis result of project activities.]
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5.5 Relationships between Factors

In this section, we explain the relationships between the factors and the resulting model (as shown in Fig. 2). We describe all the factors listed in Fig. 2 in the order of their perceived proximity to project success. For each factor, we describe all the paths in the order of their respective coefficient strengths.

5.5.1 The Influence of X4: Ordering Company’s Skill and Requirement

X4 is comprised of items related to the degree to which the ordering company possesses operational knowledge and decision-making skills, as well as the ordering company’s capacity to complete requirements. This factor strongly influences the factor related to project planning (X2). This association is likely due to the fact that clarifying the requirements and scope of an information systems development project during its early stages affects the accuracy with which a project plan can be followed. Related to this, X4 is also significantly correlated with the factor related to detailed planning and product quality in each phase (X6). This correlation likely results from the association between requirement completeness and product quality.

Our results also indicate that X4 significantly affects the Change Requirement Management factor (X5). Skill on the part of the ordering company yields proper specification of change requirements. As a result, it affects the quality of the changes IT vendors conduct. X4 also significantly affects the Skill and Teamwork of Project Members factor (X1). Requirement completeness affects project members’ productive capacity. Finally, X4 significantly influences project monitoring and control (X11). As a form of project monitoring and control, the ordering company and IT vendor explore solutions when problems arise during the project. Hence, the ordering company’s skill affects the quality of project monitoring and control activities.

Related to the relationships that emerged for X4, many studies have shown that issues related to users and requirements are predictive of project performance. For example, several empirical studies have demonstrated that users’ skills and experience affect project performance [30], [31], [32]. Others have shown that clear definitions of project requirements are similarly related to project success [33], [34], [35], [36]. We believe that X4 is closely related to those factors explored in previous studies, thus explaining why it affects project performance and other factors.

5.5.2 The Influence of X2: Project Planning

The factor related to project planning (X2) represents the accuracy with which IT vendors’ project planning activities are implemented in the project’s early stages. Some of these activities include the estimation of cost and schedule, specification of risk, were not adopted in the model illustrated in Fig. 2.
and stakeholder agreements. Because of the importance of planning in all stages of a project, this factor is significantly related to several others. First, X2 is shown to be significantly related to the Detailed Planning and Product Quality in Each Phase factor (X6). Generally, drawing up accurate project plans at the outset of a project positively affects the accuracy with which those plans are drawn up for each phase. Secondly, X2 is shown to significantly correlate with Project Monitoring and Control (X11). Generally, drawing up accurate project plans at the outset of a project positively affects the accuracy with which those plans are drawn up for each phase. Secondly, X2 is shown to significantly correlate with Project Monitoring and Control (X11). Generally, planning the outline of how to monitor and control project activities leads to effective management of changes in requirements. Past research has demonstrated that as an explanatory factor, project management affects project performance. For example, many empirical studies have shown that each activity associated with project planning significantly influences project performance [33], [37], [38], [39], [40], [41]. Given X2’s similarity with project management, it is logical that it also affects project performance in a comparable fashion.

5.5.3 Influence of X6: Detailed Planning and Product Quality in Each Phase
The Detailed Planning and Product Quality in Each Phase factor (X6) relates to planning accuracy and product quality in each phase. Similar to the above factors, X6 is also significantly related to several variables in our model.

Foremost, there is a positive relationship between X6 and Project Monitoring and Control (X11). Defining procedures of monitoring and control is usually a part of detailed planning in each phase, thus effective detailed planning will definitely yield successful implementation of project monitoring and control. Second, X6 is shown to influence Skill and Teamwork of Project Members (X1). This relationship is likely due to the inherent associations between detailed schedules, work procedures, and performance capabilities. Third, X6 affects the Schedule Progress in Each Phase factor (X8), because the planning and implementation of a detailed schedule and work procedures affects project progress in each phase. Fourth, the factor affects Change Requirement Management (X5). Similar to project monitoring and control, defining procedures of change requirement management is usually a part of detailed planning in each phase. Therefore, effective detailed planning positively affects a firm’s ability to perform change requirement management activities. Finally, X6 is shown to significantly influence the outcome measure, (Y). This finding was expected, as product quality in each phase is implicitly associated with the quality of a project outcome.

Because X6 is so closely related to project planning (X2), their relationships with other variables in the model are quite similar.

5.5.4 Influence of X11: Project Monitoring and Control
The factor entitled Project Monitoring and Control (X11) is related to the accurate monitoring and controlling of project activities. These activities include compiling observed costs, schedules, quality, and scope, and developing solutions to emergent problems. X11 is correlated with several other factors. First, X11 significantly influences the Skill and Teamwork of Project Members factor (X1). Project monitoring and control promotes information sharing between project members, and reduces misunderstandings among them. As a result, effective monitoring practices improve project members’ teamwork and performance capacities. Second, there is a positive relationship between X11 and the factor called Change Requirement Management (X5). Generally, project monitoring and control also closely relates to the management of change requirements. Given this, effective project monitoring and control reduces problems associated with change requirement management activities.

Some past research has provided evidence that project monitoring and control activities affect project performance. For example, as in the observed relationship between X11 and X1, some researchers have shown that project monitoring and control promotes information sharing and cooperation among project members, which, in turn, affects project performance [38], [39], [40], [42], [43], [44], [45], [46].

5.5.5 Influence of X5: Change Requirement Management
The factor titled Change Requirement Management (X5) is related to the proper implementation of change requirement management practices. Some of these practices include verification of change requirements, development of solutions for the change requirements, and agreement upon those solutions. Our results demonstrate that similar to X11, X5 is closely related to the Skill and Teamwork of Project Members factor (X1). A significant number of change requirements or the development of improper solutions for those requirements can cause confusion among project members, which can reduce productivity. Therefore, effective change requirement management influences project members’ respective capabilities such that their productivity and teamwork ability improve.

Past research has set a precedent for these relationships. Change requirement management has often been cited as a factor that affects project performance. For example, instability or volatility has been shown to lead to project problems [45], [47], [48], [49]. Given the similarity of how change management has been conceptualized in past research relative to our definition of X5, it seems clear that the factor affects not only project performance, but other explanatory factors as well.

5.5.6 Influence of X1: Skill and Teamwork of Project Members
Factor X1, which relates to project members’ abilities and teamwork, is strongly related to several variables in our model. First, X1 is associated with the Schedule Progress in Each Phase factor (X8). This relationship seems commonsensical, as project members’ capabilities and capacity for teamwork promote productivity and also affect progress in each phase. X1 also strongly affects the outcome variable, project performance (Y). Just as skills and teamwork affect progress in each phase, they promote the attainment of project goals related to quality, cost, and scope. Similar to the findings we report here, studies have shown that developer skill and teamwork influence project performance.
This work has shown that they contribute to positive project results, as it allows skilled project members to be assigned to critical roles [35, 43, 47, 50, 51]. Moreover, cooperation among the project team’s members has been shown to strongly influence project performance [52, 53].

5.5.7 Influence of X8: Schedule Progress in Each Phase

The factor entitled Schedule Progress in Each Phase (X8) relates to the attainment of projected schedule goals in each phase of production. As expected, this factor strongly influences final project performance. This is likely the result of a strong relationship between quality across each phase and the quality of the final project outcome.

6. Discussion

6.1 The Extracted Factors

As mentioned in Section 5, many of the extracted factors had been previously shown to affect project performance in past research. Within their respective classifications for “People and Action” and “Development Processes,” McLeod and MacDonell [4] identified several important factors, including developers, users, top management, project team, social interaction, requirements determination, project management, and user participation. The results of our survey indicate that most of McLeod and MacDonell’s [4] classifications are warranted. However, top management and user participation did not emerge as predictive factors in this study. Top management relates to the management’s participation in and positive support for projects. Previous work has identified this factor as influential of project performance [34, 43, 44, 51, 54, 55, 56, 57, 58]. According to this work, in projects that require user participation, management support has been shown to be particularly useful for improving project performance. Despite its failure to emerge as its own factor in our data, management support for users is critical within ordering companies. As such, factor X4: Ordering Company’s Skill and Requirement, incorporates its influence. Moreover, because IT vendors typically compose a team for each respective systems development project, negotiation of stakeholders’ participation in IT vendors’ activities is essentially unnecessary. Therefore, management support influences IT vendors relatively little. “User participation” is similarly a component of factor X4. Therefore, its influence is accounted for as well.

Thus, from the perspective of an IT vendor, there are some implications of the failure of our data to produce factors explicitly related to top management and user participation. However, the tendency of factors that affect the project performance identified by this research, and the factors discussed by the previous works are common.

6.2 Proposal for Project Performance Improvement

As shown in Fig. 2, many of the extracted factors are interdependent. To clarify our understanding of how these factors operate together and independently, we reduced the path model shown in Fig. 2 such that only those paths with a weight of 0.2 or greater were extracted. This model is shown in Fig. 3. Although they have input paths which were above 0.2, factors X11 and X5 did not have output paths of 0.2 or greater, and were thus removed.

From Fig. 3, we propose two points for improvement of project performance of IT vendors in Japan.

First, we suggest that a dedication to supplying resources and achieving requirement completeness for the ordering company is critical for project performance. The factor entitled Ordering Company’s Skill and Requirement was shown to be very important for project performance. Because this factor relates specifically to the ordering company, the IT vendor cannot directly affect it. However, it is possible to indirectly contribute to the ordering company’s skills and requirements through two activities: proposing a reorganization of the ordering company’s resources or requesting a review of the requirement development procedures employed by the ordering company.

Second, our results (see results for X2 and X6) demonstrate the importance of project planning for productivity and ultimate project performance. As such, we recommend three activities that may lead to the improvement of outcomes contingent on planning. These activities include carefully planning separate activities (e.g., estimation, agreement with stakeholders, and specification of risks); clarifying work procedures and schedules associated with each phase of production; and carefully planning each phase of the project with an emphasis on monitoring, control, and change requirement management.

7. Conclusion

In this study, we focused on two key points that affect performance of information systems development: the IT vendor and relationships between explanatory factors. We utilized an Internet questionnaire and SEM to explore these issues. Results indicate that seven factors, Ordering Company’s Skill and Requirement, Project Planning, Detailed Planning and Product Quality in Each Phase, Project Monitoring and Control, Change Requirement Management, Skill and Teamwork of Project Members, and Schedule Progress in Each Phase simultaneously influence project performance and each other. Many of these factors have been established as influential of project performance in past research. However, this study provides two key contributions to the literature. These include clarifying the differences between factors identified from the perspective of the IT Vendor and described in previous research, and more importantly, illustrating the relationships between the specified factors and identifying important factors for the IT Vendor.

To extend the findings uncovered here, future research should
consider the following four points.

First, the types of development life cycles of project should be considered. Owing to the fact that 85–95% of the development projects in Japan have adopted the waterfall development life cycle [1], [21], this research made applicable to investigation for the projects that adopt the development life cycle. However, it is said that approximately 84% of projects have adopted development life cycles other than the waterfall model in the world [22]. It is predicted that the projects that adopt these development life cycles such as Agile model will increase in the future in Japan. Therefore, research should be conducted for the projects that adopt the development life cycles other than the waterfall model. Further, these results should be compared with results of this research.

Second, factor classifications affecting project performance should be considered. The questionnaire of this research covers “Development Processes” and “People and Action” of four factor classifications, which McLeod and MacDonnell [4] showed, because CMMI was adopted as a reference model. On the other hand, the questionnaire does not include the other factor classifications related to “Institutional Context” and “Project Content” that contain factors such as project size and technical newness. Because Project Content may strongly influence project performance, investigation should be conducted by carrying out the questionnaire that includes these factor classifications.

Third, research respondents should be considered. In order to clarify factors that affect project performance from the viewpoint of the IT vendor project, the PM of the IT vendor was elected as a questionnaire respondent in this research. Because the PM understands project outcome and detailed project situations, it can be that the PM is appropriate as a questionnaire respondent. However, by gathering data from different respondents directly involved in development projects such as project team members of the IT vendor, unknown knowledge might be acquired.

Finally, thorough investigation for project cancellation should be considered. Because SEM and multiple regression analysis cannot deal with missing data, this research analyzed the data excepting the data of project cancellation (7.5% of our data). However, although cancellation is not always a failure, it is worth investigating because challenging problems such as the inability of IT vendors to develop a complete product can be studied. Other methods such as interviews should be conducted to clarify causes that lead to project cancellation.
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