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\textbf{Abstract:} In this paper we propose a new approach based on text mining techniques for predicting student performance using LSA (latent semantic analysis) and K-means clustering methods. The present study uses free-style comments written by students after each lesson. Since the potentials of these comments can reflect student learning attitudes, understanding of subjects and difficulties of the lessons, they enable teachers to grasp the tendencies of student learning activities. To improve our basic approach using LSA and k-means, overlap and similarity measuring methods are proposed. We conducted experiments to validate our proposed methods. The experimental results reported a model of student academic performance predictors by analyzing their comments data as variables of predictors. Our proposed methods achieved an average 66.4\% prediction accuracy after applying the k-means clustering method and those were 73.6\% and 78.5\% by adding the overlap method and the similarity measuring method, respectively.
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\section{1. Introduction}

Recently, many researchers have turned their attention to explaining and predicting learners’ performance. They have contributed to the related literature. By and large, researchers in this field manage to advocate novel and smart solutions to improve performance\textsuperscript{[15]}. Thus, learners’ performance assessment may not be viewed as being somewhat separate from learning process. It is a continuous and an integral part of learning processes\textsuperscript{[10]}. By revealing what students already know and what they need to learn, it enables teachers to build on existing knowledge and provide appropriate scaffolding\textsuperscript{[25]}. If such information is timely and specific, it can serve as a valuable feedback to both teachers and students so that it will improve student performance.

Yet interpreting assessment in the learning environment remains a challenge for many reasons. Most teachers lack training in the assessment of understanding beyond the established testing culture. Externally designed tests offer limited information due to less varied and frequent assessment, as well as delayed and coarse-grained feedback\textsuperscript{[27]}. The solution to these problems is to grasp all the class members’ learning attitudes and tendencies of learning activities. Teachers can give advices by their careful observation, but it is a hard task to grasp all the class members’ learning attitudes all over the periods in the semester.

Goda et al.\textsuperscript{[12], [13]} proposed the PCN method to estimate learning situations from comments freely written by students. The PCN method categorizes the comments into three items: P (Previous activity), C (Current activity), and N (Next activity). Item \textit{P} indicates the learning activity before the class time. Item \textit{C} shows the understanding and achievements of class subjects during the class time, and \textit{N} expresses the learning activity plan until the next class. These comments have vital roles in educational environments. For example, the comments help students to communicate with their teacher indirectly, and provide a lot of clues or hints to the teacher for improving his/her lessons. Each student writes his/her comments after a lesson; the student looks back upon his/her learning behavior and situation; he/she can express about his/her attitudes, difficulties, and any other information that might help a teacher estimate his/her learning activities.

However\textsuperscript{[12], [13]} did not discuss the prediction of a final student grades. In this paper we first propose a basic prediction method of student grades using comment data with item C (C-comment for short) from the PCN method. The basic method uses LSA technique to extract semantic information from student comments by using statistically derived conceptual indices instead of individual words, then classifies the obtained results into 5 groups according to their grades by using a K-means clustering method. The basic method achieves an average 66.4\% prediction accuracy of student grades. To improve the prediction accuracy, we additionally propose overlap and similarity measuring methods.

Experiments were conducted to validate our newly proposed methods; the results illustrated that the proposed methods achieved 73.6\% and 78.5\% prediction accuracy of student grades by the overlap and the similarity measuring methods, respectively. The contributions of our work are the following:

- The LSA technique is adopted to analyze patterns and relationships between the extracted words and latent concepts
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Text mining focuses on finding and extracting useful or interesting patterns, models, directions, trends, or rules from an unstructured collection of texts (student comments). We classify the results obtained after applying LSA into 5 groups according to student grades by using the K-means clustering method.

- The similarity measuring method is proposed to calculate similarity between a new comment and comments in the nearest cluster, which is created in the training phase.
- The overlap method is introduced for a stable evaluation that allows to accept the adjacent grade of its original grade corresponding to 5-grade categories. To this end, we classify student marks into 9 grades.
- The experiments were conducted to validate the proposed methods: basic, overlap, and similarity measuring methods by calculating the $F$-measure and the accuracy for each method in estimating final student grades. The experimental results illustrate the validity of the proposed methods.

The rest of the paper is organized as follows. Section 2 gives an overview of some related literature. Section 3 introduces the overview of our research and the procedures of the proposed methods. Section 4 describes the methodology of our proposed methods. Section 5 discusses some of the highlighted experimental results. Finally, Section 6 concludes the paper and describes our future work.

2. Related Work

The ability to predict student performance is very important in educational environments. Increasing students’ success in their learning environment is a long-term goal in all academic institutions. In recent years, there is a growing interest in employing educational data mining techniques (EDM) to conduct the automatic analysis and prediction of learner performance [2], [5], [8], [14], [24]. An emerging trend in EDM is the use of text mining which is an extension of data mining to conduct the automatic analysis and prediction of learner performance. Researchers have used various classification methods and various data in their studies to predict student academic performance.

Different from the above studies, Goda et al. [13] proposed the PCN method to estimate student learning situations on the basis of their freestyle comments written just after the lesson. The PCN method categorizes their comments into three items: P (Previous), C (Current), and N (Next) so that it can analyze the comments from the points of views of their time-oriented learning situations. Goda et al. [12] also conducted another study on using PCN scores to determine the level of validity of assessment based on student comments and showed strong correlations between the PCN scores and the prediction accuracy of final student grades. They employed multiple regression analysis to calculate PCN scores. Their results indicated that students who wrote comments with high PCN scores were considered as those who described their learning attitude appropriately. In addition, applying machine learning method support vector machine (SVM), they illustrated that as student comments got higher PCN scores, prediction performance of their grades became higher. Goda et al., however, did not discuss prediction performance of final student grades.

The current study is an extension of Goda et al. [12]; we focus on accuracy of prediction of final student grades. Using C-comments from the PCN method, we try to predict their grade in each lesson and discuss the changes in accuracy and $F$-measure over a sequence of lessons.

3. Overview of the Prediction Method

3.1 PCN Method and Student Grade

To grasp student lesson attitudes and learning situations and to give feedback to each student are educational foundations. Goda et al. [13] proposed the PCN method to estimate learning situations from comments freely written by students. Each student described his/her learning tendency, attitudes, and understanding
Table 1 Viewpoint categories of student comment [13].

<table>
<thead>
<tr>
<th>Viewpoint</th>
<th>Meaning</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(Previous)</td>
<td>The learning activity before the class time such as review of previous class and preparation for the coming class.</td>
<td>“I read chapter 3 of the textbook.”</td>
</tr>
<tr>
<td>C(Current)</td>
<td>The understanding and achievements of class subjects during the class time.</td>
<td>“I was completely able to understand the subject of this lesson and have the confidence to make other similar to the ones I learned in this lesson.”</td>
</tr>
<tr>
<td>N(Next)</td>
<td>The learning activity plan until the next class.</td>
<td>“I will make preparation by next class.”</td>
</tr>
<tr>
<td>O(Other)</td>
<td>Other descriptions.</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1 The relation between the grades and the range of the marks.

for each lesson according to four items: P, C, N and O. The explanations and the examples of the items are shown in Table 1.

Comments data were collected from 123 students in two classes: 60 in Class A and 63 in class B. They took Goda’s courses that consisted of 15 lessons. In this research, we use the student comments collected for the last half, from lessons 7 to 15. The main subject and the contents are different from lessons 1 to 6. The main subject from lessons 1 to 6 is computer literacy. From lessons 7 to 15, students begin to learn the basics of programming.

To predict student grades from comment data, 5-grade categories are used to classify student marks. The assessment of each student was done by considering the average mark of three assigned reports, and his/her attendance rate. Figure 1 displays the number of students in each grade according to the range of the marks. For example, the number of students in grade A is 41 and their marks are between 89 and 80.

3.2 Procedures of the Basic Prediction Method

This research aims to predict student performance by analyzing C-comments data. In order to generate a correlation between the comment data and the student grade, Fig. 2 displays the overall procedures of the proposed method, we call it the Basic Prediction Method. The procedures of the method are based on five phases:

1. Comment data collection
2. Data preparation
3. Training phase
4. Noisy data detection
5. Test phase

The details of these phases are as follows:

(1) Comment Data Collection: This phase focuses on collecting student comments after each lesson. In our research, we collected C-comments from the PCN method. The C-comment indicates students understanding and achievements of class subjects during the class time. In addition, it has a stronger correlation with the prediction accuracy than P- and N-comment [12]. Although we have two class data in each lesson, we combined them to increase the number of comments in each grade; some students didn’t submit their comments because they did not write any comments or were absent. Table 2 displays the real number of comments in each lesson. The number of words appearing in the comments is about 1400 in each lesson. In addition, the number of distinct words in each lesson is over 430 words.

(2) Data Preparation: The data preparation phase covers all the activities required to construct the final data set from the initial raw data. This phase includes the following steps:

(a) Analyze C-comments, extract words and parts of speech with Mecab program *1, which is a Japanese morphological analyzer designed to extract words and identify their part of speech (verb, noun, adjective, and adverb).

(b) Calculate the occurrence frequencies of words in comments and apply a log entropy term weighting method so as to balance the effect of occurrence frequency of words in all the comments. The detail is described in Section 4.1.

(c) Employ LSA to analyze patterns and relationships between the extracted words and latent concepts contained in unstructured collection of texts (student comment). We call the obtained results LSA results. The details are described in Section 4.2.

(3) Training Phase: This phase builds the prediction models of student grades by classifying LSA results into 5 clusters. The model identifies the center of each cluster and the grade

Table 2 Number of comments.

<table>
<thead>
<tr>
<th>Lesson</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>104</td>
<td>103</td>
<td>107</td>
<td>111</td>
<td>107</td>
<td>109</td>
<td>107</td>
<td>111</td>
<td>121</td>
</tr>
</tbody>
</table>

*1 http://sourceforge.net/projects/mecab/
that most frequently appears in the cluster. We call the grade the dominant grade in the cluster.

(4) Test Phase: The test phase evaluates the performance of prediction models by calculating Accuracy and F-measure. This phase first extracts words from a new comment, and transforms an extracted-word vector of the comment to a set of K-dimensional vectors by using LSA. To evaluate the prediction performance, 10-fold cross validation was used. 90% of comments were classified as training data and constructed a model, then the model was applied to the rest 10% of comments as test data, and compared a predicted value with corresponding the original data. The procedure was repeated 10 times and the results were averaged. To improve the prediction accuracy of student grade, we employed the similarity measuring and overlap methods in addition to our basic method. The details of the two methods are described in Sections 4.4 and 4.5, respectively.

(5) Noisy Data detection: Outlier analysis can be used to detect data that adversely affect the results. In this paper, we detect outliers in two phases: training phase and test phase. As a threshold to check the outliers in a cluster, we use the standard deviation (S.D) of each distance between each member and the center in a cluster in the training phase, and the average of each distance between each member and the center in a cluster, in the test phase. The detail is described in Section 4.3.

4. Methodology

This section describes our methodology for predicting student performance from free-style comments.

4.1 Term Weighting of Comments

In preparing for LSA, the C-comments are transformed into a standard word-by-comment matrix [6] by extracting words from them. This word-by-comment matrix say A, is comprised of m words w1, w2, ..., wn in n comments c1, c2, ..., cn, where the value of each cell aij indicates the total occurrence frequency of word wi in comment cj.

To balance the effect of word frequencies in all the comments, a log entropy term weighting method is applied to the original word-by-comment matrix, which is the basis for all subsequent analyses [17]. We apply a global weighting function to each nonzero element of aij of A. The global weighting function transforms each cell aij of A to a global term weight gi of wi for the entire collection of comments.

Here gi is calculated as follows:

\[ g_i = 1 + \sum_{j=1}^{n} \frac{p_{ij} \log(p_{ij})}{\log(n)} \]  

where \( p_{ij} = \frac{L_{ij}}{f_i} \), \( L_{ij} = \log(tf_{ij} + 1) \), tf\_ij is the number of occurrences of word wi in cj, f_i is the number of occurrences of word wi in all comments, and n is the number of all comments.

4.2 Latent Semantic Analysis

Latent semantic analysis (LSA) is a computational technique that contains a mathematical representation of language. During the last twenty years its capacity to simulate aspects of human semantics has been widely demonstrated [18]. LSA is based on three fundamental ideas: (1) to begin to simulate human semantics of language, we first obtain an occurrence matrix of terms contained in a comment, (2) the dimensionality of this matrix is reduced using singular value decomposition, a mathematical technique that effectively represents abstract concepts, and (3) any word or text is represented by a vector in this new latent semantic space [7], [18].

4.2.1 Singular Value Decomposition

LSA works through singular value decomposition (SVD), a form of factor analysis. The singular value decomposition of A is defined as:

\[ A = USV^T \]  

where U and V are the matrices of the term vectors and document vectors. \( S = diag(r_1, ..., r_n) \) is the diagonal matrix of singular values. To reduce the dimensions, we can simply choose the k largest singular values and the corresponding left and right singular vectors, the best approximation of A with rank-k matrix is given by

\[ A_k = U_k S_k V_k^T \]  

where \( U_k \) is comprised of the first k columns of the matrix U and \( V_k^T \) is the first k rows of matrix \( V^T \). \( S_k = diag(r_1, ..., r_k) \) is the first k factors, the matrix \( A_k \) captures most of the important underlying structure in the association of terms and documents while ignoring noise due to word choice [30].

When LSA is applied to a new comment, a query, a set of words (like the new comment), is represented as a vector in a k-dimensional space. The new comment query can be represented by

\[ q' = q^T U_k S_k^{-1} \]  

where q and q' are simply the vector of words in a new comment multiplied by the appropriate word weights and the k-dimensional vector transformed from q, respectively. The sum of these k dimensional word vectors is reflected in the term \( q'^T U_k \) in the above equation. The right multiplication by \( S_k^{-1} \) differentially weights the separate dimensions. Thus the query vector is located at the weighted sum of its constituent term vectors [6].

4.2.2 Feature Selection and Semantic Feature Space

Choosing the number of dimensions k for matrix A is an interesting problem. While a reduction in k can remove much of the noise, keeping to few dimensions or factors may lose important information [7]. In our study, we propose a method which is based on analyzing the first four dimensions of U, S and V from comments data. We evaluated the first four columns of U results and confirmed they showed the relation between the meaning of each column and the higher weight words. Therefore, we can predict student performance with more accuracy by employing K-means clustering method [31]. Tables 3 and 4 show the meaning and the higher weight words of the first four columns after analyzing U results by taking lesson 7 as an example. Words in the first column include the subject of lesson 7 entitled by “An
Introduction to C programming language,” and learning status such as “understand” or “difficult.” In the second column we found words related to student learning attitudes for the lesson take higher weight. In the third column the higher weight words are topics in the lesson, such as “symbol, compare, save or function.” In the fourth column, the higher weight words are related to the learning time or rate such as “early, first, full and take time,” circumstances, or behaviors performed such as “first time, practical training, or follow.” According to the previous analysis, we can conclude the first four dimensions have the strong context to predict student grades with high accuracy.

4.3 Noisy Data Detection

Outlier detection discovers data points that are significantly different from the rest of the data [22]. In this paper, detecting outliers are based on two phases: training phase and test phase. We call such outliers noisy data from the points of view of grade prediction.

4.3.1 Noisy Data in the i-th Cluster in Training Phase

We define noisy data of the i-th cluster in test phase as follows:

- Let $C_i$, $s_{kj}$ and $d_{ave}$ be the centroid of the i-th cluster, the k-th member in the cluster, and the average distance between members in the cluster and $C_i$, respectively: if $|s_{kj} - C_i| > d_{ave}$, then $s_{kj}$ is a noisy data for the i-th cluster, otherwise $s_{kj}$ is not a noisy data for the i-th cluster.

We separated off about 10% to 15% of comments data as noisy data.

4.4 Similarity Measuring Method

The similarity measuring method is proposed to refine the basic prediction method and improve the prediction accuracy of final student grades. We measured the similarity by calculating cosine values between a new comment and each member in the identified cluster by the following equation:

\[
\text{Similarity} = \frac{S_{new} \cdot S_k}{||S_{new}|| \cdot ||S_k||} = \frac{S_{new} \cdot S_k}{\sqrt{\sum_{i=1}^{N} S_{new}^i} \cdot \sqrt{\sum_{i=1}^{N} S_k^i}} \tag{7}
\]

where $S_k$ is the k-th member in the cluster, and $S_{new}$ is the new comment.

After identifying the nearest cluster center to the new comment, we measure the similarity by calculating cosine values between the new comment $S_{new}$ and each member $S_k$ in the identified cluster, and then return, as an estimated grade of $S_{new}$, the grade of $S_k$ that gets the maximum cosine value among all members in the cluster. This similarity measuring method is used in the Test Phase.

4.5 Overlap Method

To predict student grades from comment data, 5-grade categories are used to classify student marks. The method considers prediction is correct only if a grade estimated within the 5-grade categories is the actual grade of a student. We call this method 5-grade prediction method.

In this paper, in addition to 5-grade categories, we use 9-grade categories so that we can allow the acceptance of a different grade adjacent to the original grade in 5-grade categories of a mark range, i.e., make one mark range correspond to two grades in 5-grade categories. We call this method overlap method or 9-grade prediction method for the contrast of 5-grade prediction method. Tables 5 and 6 show the correspondence relationship between the 5- and 9-grade categories and the range of student marks. For example, we assume a student’s mark is 87; the grade of the mark in 5-grade categories is A, and in 9-grade categories

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Meaning of dimensions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column</td>
<td>Meaning</td>
</tr>
<tr>
<td>First</td>
<td>Main subject and learning status</td>
</tr>
<tr>
<td>Second</td>
<td>Students’ learning attitudes</td>
</tr>
<tr>
<td>Third</td>
<td>Topics in the lesson</td>
</tr>
<tr>
<td>Fourth</td>
<td>Learning rate and student’s behavior</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Standard words for lesson 7.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>Weight</td>
</tr>
<tr>
<td>Procedure</td>
<td>0.355</td>
</tr>
<tr>
<td>Language</td>
<td>0.334</td>
</tr>
<tr>
<td>Symbol</td>
<td>0.346</td>
</tr>
<tr>
<td>Programming</td>
<td>0.321</td>
</tr>
<tr>
<td>Learning</td>
<td>0.287</td>
</tr>
<tr>
<td>Difficulty</td>
<td>0.284</td>
</tr>
<tr>
<td>Use</td>
<td>0.274</td>
</tr>
<tr>
<td>Easy</td>
<td>0.265</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.248</td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.237</td>
</tr>
</tbody>
</table>
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is AS; AS corresponds to two grades: A and S, in 5-grade categories.

In the 9-grade prediction method, we consider the prediction is correct if an estimated grade is either A or S. The reasons why we adopt the overlap method are the following: Learning status of students with the upper mark in a grade and others with the lower mark in its one upper grade are not so different from the point of view of the observing teacher. Therefore it is worth noting that handling the two adjacent grades as one grade sometimes helps a teacher to grasp student real learning situations, and to give stable evaluations to students. For example, the mark range of grade AS is from 85 to 89, and that is closer to the lowest mark 90 of grade S than the lowest mark 80 of grade A. The overlap method is used in the Test Phase.

5. Experimental Results

5.1 Measures of Student Grade Prediction

In our experiment, we evaluated the prediction results by 10-fold cross validation and run evaluation experiments according to 4 values: TP (True Positive), TN (True Negative), FP (False Positive) and FN (False Negative) and calculated Precision, Recall, $F$-measure and Accuracy in each lesson as follows:

Let $G$ be 5-grade categories (S, A, B, C and D), and $X$ be a subset of $G$; let $obs(s, X)$ be a function that returns 1 if the grade of student $s$ is included in $X$, 0 otherwise, where $1 \leq i \leq n$, and $n$ is the number of students; $pred(s)$ be a function that returns a set of grade categories only including a predicted grade for student $s$; $\neg pred(s)$ returns a complement of $pred(s)$.

$$TP = \{s | obs(s, pred(s)) = 1\}$$
$$FP = \{s | obs(s, pred(s)) = 0\}$$
$$TN = \{s | obs(s, \neg pred(s)) = 1\}$$
$$FN = \{s | obs(s, \neg pred(s)) = 0\}$$

$$\text{Precision} = \frac{TP}{TP + FP}$$
$$\text{Recall} = \frac{TP}{TP + TN}$$

$$F\text{-measure} = 2 \times \frac{(\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}$$

$$\text{Accuracy} = \frac{TP + FN}{TP + TN + FP + FN}$$

Actually, $FP$ and $TN$ are important values and affect the prediction results. $FP$ has a strong relation with Precision and $TN$ with Recall. As $FP$ increases, we may more misjudge other grade students, say (S) or (A), as a target grade student, say (D). We often want to take care about lower level students. At that time, we need to detect all of them. As the value of $TN$ becomes higher, we may more misdetect them. So our study showed the prediction results by calculating Precision, Recall, $F$-measure and standard deviation to the 3 methods: the basic prediction method, the overlap method and the similarity measuring method.

5.2 Effect of Basic Prediction Method

5.2.1 Training Phase

According to the training phase of the basic prediction method described in Section 3.2 (3), we built a prediction model.

Figure 3(a) displays the results for lesson 7. Grade S accounts for about 54\% in Cluster 1; grade A about 61\% in Cluster 2; grade B about 43\% in Cluster 3; grade C about 45\% in Cluster 4; finally, grade D about 53\% in Cluster 5. Grade S, A, B, C, and D are dominant grades in Cluster 1, 2, 3, 4, and 5, respectively. We analyzed each lesson from 8 to 15 as well.

5.2.2 Test Phase

We conducted student grade prediction according to the steps described in Section 3.2 (4) and evaluated the prediction performance by 10-fold cross validation.

Figure 3(b) presents the results of student grade prediction: (Cluster 1, S=53\%), (Cluster 2, A=54\%), (Cluster 3, B=52\%), (Cluster 4, C=63\%), (Cluster 5, D=47\%).
5.3 Effect of LSA

We checked the effect of LSA from lessons 7 to 15. We used all comments data. As shown in Fig. 4, the average prediction accuracy results of the basic prediction method without LSA were between 19.0% and 26.4%. It is much lower than those with LSA, which were between 59.0% and 71.0%. In addition, adding the overlap method to the basic prediction method with LSA, the average prediction accuracy became between 71.0% and 76.0%.

5.4 Effect of Noisy Data Detection

To examine the effect of filtering noisy data, we calculated the average prediction (accuracy and F-measure) of student grades before and after detecting noisy data. The results are shown in Fig. 5. The prediction accuracy results were between 59.0% and 71.0% for all data, and those became between 63.5% and 74.0% after detecting noisy data as shown in Fig. 5 (a). Also, the average F-measure for all lessons was 48.1% and after removing noisy data it became 55.8% as shown in Fig. 5 (b).

The highest accuracy results from the top were obtained in lessons 7 and 12, and the lowest ones from the bottom in lessons 8 and 14.

In addition, Fig. 6 focuses on the prediction results in each grade after detecting noisy data. We can see that grade A took the highest results of prediction accuracy and F-measure, and the grade D was the lowest.

5.5 Effect of Overlap and Similarity Measuring Methods

We illustrate the difference between the basic method and two additional methods: overlap and similarity measuring methods. The average overall results of accuracy and F-measure are reported in Table 7. It shows the effect of noisy data detection by evaluating the prediction results across all the lessons between the basic prediction, similarity measuring, and overlap methods.

Comparing with the basic prediction method, the similarity measuring improved the accuracy results from 66.4% to 78.5% through the analysis of all data, from 69.6% to 82.2% after detecting noisy data. Moreover, the overlap method had a strong effect that increased the prediction accuracy from 66.4% to 73.6% with all data, 69.6% to 77.1% after detecting noisy data. Combining the similarity measuring method and the overlap method, the prediction accuracy increased from 73.6 % to 84.2% with all data, 77.1% to 86.4% after detecting noisy data.

For more clarity, to evaluate the effect of similarity measuring method, Fig. 7 displays the comparison between the accuracy results of the prediction of student grades with and without the similarity measuring method. We can see the effect of the similarity measuring method, especially when checking the fact that the prediction accuracy results with the similarity measuring method without the overlap method is better than those of the overlap method without the similarity measuring method.
Fig. 7 The prediction accuracy results with and without similarity measuring method.

Table 8 Sd of prediction accuracy for the proposed methods.

<table>
<thead>
<tr>
<th>Lesson</th>
<th>Basic Prediction Method</th>
<th>Overlap Method</th>
<th>Similarity Measuring Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2.76</td>
<td>2.99</td>
<td>2.16</td>
</tr>
<tr>
<td>8</td>
<td>9.19</td>
<td>6.41</td>
<td>5.95</td>
</tr>
<tr>
<td>9</td>
<td>3.73</td>
<td>3.44</td>
<td>4.05</td>
</tr>
<tr>
<td>10</td>
<td>6.02</td>
<td>5.11</td>
<td>4.76</td>
</tr>
<tr>
<td>11</td>
<td>7.89</td>
<td>6.20</td>
<td>7.22</td>
</tr>
<tr>
<td>12</td>
<td>5.19</td>
<td>6.01</td>
<td>4.03</td>
</tr>
<tr>
<td>13</td>
<td>4.57</td>
<td>5.12</td>
<td>4.56</td>
</tr>
<tr>
<td>14</td>
<td>8.07</td>
<td>4.24</td>
<td>4.35</td>
</tr>
<tr>
<td>15</td>
<td>5.63</td>
<td>6.34</td>
<td>5.03</td>
</tr>
</tbody>
</table>

Table 9 Correlation coefficient of Sd and accuracy.

<table>
<thead>
<tr>
<th>Method</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Prediction Method</td>
<td>-0.89485</td>
</tr>
<tr>
<td>Overlap Method</td>
<td>-0.5152</td>
</tr>
<tr>
<td>Similarity Measuring Method</td>
<td>-0.91978</td>
</tr>
</tbody>
</table>

Fig. 8 The correlation between Sd and prediction accuracy.

5.6 Correlation between Standard Deviation and Prediction Accuracy

Table 8 displays the standard deviation (Sd) results of the prediction accuracy from lessons 7 to 15 for the basic prediction method, overlap and similarity measuring methods after detecting noisy data. We can see that the Sd value decreases in lessons 8, 11, and 14, which tend to get lower prediction accuracy and F-measure.

Table 9 shows the correlation coefficients between the Sd and prediction accuracy.

Figure 8(a) and (c) show there are strong correlations between the Sd and the prediction accuracy of the basic prediction method and between the Sd and the similarity measuring method. On the other hand, the correlation coefficient between the Sd and that of the overlap method only shows a weak correlation. We believe that this shows a fact that the overlap method gives a stable evaluation of student grades.

5.7 Prediction Accuracy Differences between 5 Grades

Finally, Fig. 9 displays the relationship between C-comments data from lessons 7 to 15 and the prediction accuracy in each grade after applying the similarity measuring method and detecting noisy data. As shown in Fig. 9, the average prediction accuracy results were between 0.65 and 0.93. We can clearly distinguish higher grade group: S, A, and B from lower one: C and D. One of the reasons why prediction accuracy of grades C and D became lower came from the smaller number of comments in those grades.

6. Conclusion and Future Work

Learning comments are valuable sources of interpreting student behavior during a class. The present study discussed student grade prediction methods based on their free-style comments. We used C-comments data from the PCN method that presented student attitudes, understanding, and difficulties concerning to each lesson.

The main contributions of this work are twofold. First, we discussed the basic prediction method that analyzed C-comments data using LSA technique and classified the results obtained using K-means clustering method. Second, we proposed two new approaches: overlap and similarity measuring methods to improve the basic method and conducted experiments to validate the two approaches. The overlap method allows the acceptance of two grades for one mark to get the correct relation between LSA results and student grades. We made confirmation that the overlap method with 9-grade categories enabled a more stable evaluation than 5-grade categories. The overall results of average prediction accuracy became better than those of classifying student marks to 5-grade categories.

The similarity measuring method calculated similarity between a new comment and comments in the nearest cluster. The results of prediction accuracy with the similarity measuring method became much better than those without the similarity measuring method. By combining with the overlap method (9-grade pre-
dition method), the prediction accuracy became higher.

To sum up, there are still quite a few considerations that would surely add even more value to the results obtained. It is necessary to improve the prediction results of student performance from their comments; other machine learning techniques, such as, neural network and support vector machine, will be candidate for the improvement to compare with the present method (K-means Clustering).

Another interesting issue is expanding the problem to improve student performance by providing advice to them in different classes according to the estimated performance of each student. Measuring motivation after each lesson can help for giving feedback to students and encourage them to improve writing skills; they can describe attitudes and situations, understanding of subjects, difficulties to learn, and learning activities in the classroom. This will help a teacher to give advice and improve their performance.
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