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Abstract: This paper proposes a parallel implementation of graph mining that extracts all connected subgraphs with common itemsets, of which the size is not less than a given threshold, from a graph and from itemsets associated with vertices of the graph, in distributed memory environments using the task-parallel language Tascell. With regard to this problem, we have already proposed parallelization of a backtrack search algorithm named COPINE and its implementation in shared memory environments. In this implementation, all workers share a single table, which is controlled by locks, that contains the knowledge acquired during the search to obviate the need for unnecessary searching. This sharing method is not practical in distributed memory environments because it would lead to a drastic increase in the cost of internode communications. Therefore, we implemented a sharing method in which each computing node has a table and sends its updates to the other nodes at regular time intervals. In addition to this, the high task creation cost for COPINE is problematic and thus the conventional work-stealing strategy in Tascell, which aims to minimize the number of internode work-steals, significantly degrades the performance since it increases the number of intranode work-steals for small tasks. We solved this problem by promoting workers to enable them to request tasks from external nodes. We also employed a work-stealing strategy based on estimation of the sizes of tasks created by victim workers. This approach enabled us to achieve good speedup performance with up to 8 nodes × 16 workers.
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1. Introduction

The design and implementation of parallel algorithms to achieve performance acceleration is indispensable because the number of processor cores in computer systems has been steadily increasing. In addition, distributed memory systems consisting of computing nodes with their own memory space and that are connected to a communication network have become mainstream in recent high-performance computing (HPC) systems. Distributed memory systems can improve the performance by carrying out massively parallel computing with multiple computing nodes, and also have the ability to process large-scale problems. Thus, the parallel implementation of graph mining in a distributed environment is important since the amount of data to be analyzed continues to become larger. This paper proposes the parallel implementation of graph mining that extracts connected subgraphs with common itemsets (Common Itemset connected subGraph, CIG) from a graph and itemsets associated with vertices of the graph, in distributed memory environments. Here, a common itemset refers to the intersection of all itemsets with which vertices of a connected subgraph are associated.

This kind of graph mining is applicable to the acquisition of various useful types of knowledge from a large amount of data in various fields[1], [2]. For example, we could identify an appropriate group of users with common interests to which to direct targeted advertising by applying graph mining to a social network where each vertex represents a user and contains his/her interests. Another example would be to find reactional set pairs of genes and drugs by enumerating CIGs in a biological network where each vertex represents a gene and is associated with a set of drugs that react with the gene. Such knowledge is expected to be helpful for drug discovery.

We have already proposed Common Pattern Itemset NEtwork mining (COPINE)[1, [2] as an efficient backtrack search algorithm for extracting CIGs. We have also proposed its parallel implementation using the task-parallel language Tascell [3] in shared memory environments[4]. In this research, we enhanced this implementation for distributed memory environments.

Tascell supports distributed memory environments and dynamic load balancing across computing nodes. We confirmed that Tascell achieves good performance for various backtrack search benchmark programs in distributed memory environments [3], [5]. However, the efficient parallel implementation of the COPINE algorithm in distributed memory environments requires us to solve the following two problems.

The first problem involves determining how computing nodes share table information related to pruning. COPINE avoids unnecessary searches by using a pruning mechanism that depends on the knowledge acquired during searches. In a parallel search
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where a unique set of subtrees (tasks) is assigned to each worker, workers need to share the acquired knowledge efficiently. In our implementation in shared memory environments \[4\], a single table controlled by locks is shared among workers. This method is unrealistic in distributed memory environments because it drastically increases the cost of internode communications. Therefore, we implemented a sharing method in which each computing node has a table and sends its updates to the other nodes at regular time intervals.

The second problem entails determining how to reduce the total cost of work-steals among workers. When stealing a part of another worker’s task with the conventional work-stealing strategy in Tascell, an idle worker (thief) chooses another worker as a victim inside the same computing node whenever possible. This strategy is expected to minimize the number of internode work-steals. However, a thief often obtains a small task within the same node even if larger tasks are available in external nodes. Although we did not experience a significant performance degradation in evaluations using some backtracking search algorithms in \[3\], \[5\], serious performance degradation is observed for our parallel COPINE solver due to the high cost of work-steal. We alleviated this problem by discussing and implementing the follow-

The contributions of this paper are threefold:

- We implemented the parallel COPINE algorithm in distributed memory environments using the task-parallel language Tascell.

- We discussed and implemented new work-stealing strategies in Tascell to enable workers to obtain larger tasks especially in distributed memory environments.

- We evaluated the above implementations of COPINE and the work-stealing strategies, and succeeded in accelerating the computation with up to 8 nodes \(\times 16\) workers when analyzing a real protein network.

The remainder of this paper is organized as follows. We introduce the COPINE algorithm in Section 2. In Section 3, we present the load balancing strategy in Tascell. Then, we provide the implementation of COPINE in distributed memory environments in Section 4, and propose the improved work-stealing strategies in Tascell in Section 5. We show the performance evaluations in Section 6. We summarize related work in Section 7. Finally, we conclude this paper and describe future work in Section 8.

2. COPINE Algorithm

In this section, we introduce graph mining targeted at this research. First, we define the problem in Section 2.1. Then, we explain the sequential and parallel COPINE algorithms in Section 2.2 and 2.3, respectively. Further details and proofs of the correctness of these algorithms can be found in Ref. \[4\].

### 2.1 Definition of CCG Enumeration Problem

In this section, we define the **Closed CIG (CCIG) enumeration problem**. This problem involves a graph of which the vertices are associated with itemsets, and the common itemset of a connected subgraph, i.e., the intersection of all itemsets associated with its vertices. A CCIG with respect to an itemset \(I_u\) is a maximal subgraph among CIGs that have \(I_u\) as their common itemset; in other words, a CIG having no adjacent vertex whose addition to the CIG preserves \(I_u\) as the common itemset of the expanded subgraph. The CCIG enumeration problem is to find all CCIGs whose common itemset size is not less than a given threshold. More formal definitions of the connected subgraph, CIG, CCIG, and the CCIG enumeration problem are as follows.

**Definition 1 (Connected Subgraph)** For a given graph \(G = (V, E)\), we term \(G' = (V', E')\) a connected subgraph \footnote{To be exact, this is a connected and induced subgraph due to condition (2).} of \(G\) iff all of the following criteria hold.

1. \(V' \subseteq V\)
2. \(E' = \{(u, v) \mid u, v \in V'\} \cap E\)
3. \(\forall u, v \in V' : \exists(u_1, v_1), \ldots, (u_n, v_n)\) being the path between \(u\) and \(v\) where \(u_1 = u, v_n = v, (u_i, v_i) \in E',\)
\(u_i = v_{i-1}\) (\(1 < i \leq n\))

Note that \(E'\) is uniquely defined by \(V'\), and thus we may let \(E'\) be denoted by \(E(V')\).

The CCIG enumeration problem is defined as follows.

**Definition 2 (CCIG Enumeration Problem)** Given a graph \(G = (V, E)\), a set of items \(I\), items associated with each vertex \(v\) being \(I(v) \subseteq I (v \in V)\), and a threshold \(\theta\), the **CCIG enumeration problem** is to extract all connected subgraphs \(G' = (V', E')\) that satisfy the following two conditions.

1. \(\bigcap_{v \in V'} I(v) \geq \theta\)
2. \(\left| \bigcap_{v \in V'} I(v) \right| < \left| \bigcap_{v \in V'} I(v) \right|\)

for any \(v'\) adjacent to \(G'\), i.e., \(v' \in V - V'\) such that \(\exists v \in V' : (v, v') \in E\).

A connected subgraph \(G'\) that satisfies (i) above is named a CIG. A CIG that satisfies (ii) is named a CCIG. CCIGs are closed with respect to the itemset \(I(G') = \bigcap_{v \in V'} I(v)\).

An example of an input graph associated with itemsets is shown in Fig. 1. Table 1 contains the output when this graph and \(\theta = 2\) are given as input. Note that \(G'' = (V'', E(V''))\) where \(V'' = \{v_1, v_2, v_3\}\) is not included in the output, because it satisfies (i) since \(I(G'') = \{I_1, I_3\}\) but not (ii) since \(I(G''_3) = I(G'')\) and \(V''_3 > V''\).
The sequential COPINE algorithm shown in Fig. 3 enumerates connected order in terms of the lexicographical order given to the path from the root to a node and which is derived from an arbitrary ordering $v_1 < v_2 < \cdots < v_{|V|}$ of all the vertices in $V$. That is, we represent a subgraph $G' = (V', E(V'))$ by the sequence of vertices $(v'_1, \ldots, v'_k)$ where $V' = \{v'_1, \ldots, v'_k\}$ and $v'_1 < \cdots < v'_k$, and traverse subgraphs in the ascending lexicographical order of these sequences. A search tree for the graph in Fig. 1 to which this pruning is applied is shown in Fig. 2. The label and itemset of each tree node represent the last vertex added to the subgraph corresponding to the node and its common itemset, respectively. Although $(v_1, v_2, v_3)$ in Fig. 2 is traversed, $(v_1, v_2, v_3) = (v_1, v_3, v_2)$ is not traversed because its precedence over $(v_1, v_2)$ in the lexicographical order violates the ascending order of traversal.

Pruning 2 exploits the property that the common itemset size does not increase when an adjacent vertex is added to a connected subgraph, i.e., the itemset size is monotonically non-increasing from the root to the leaf in the search tree. Therefore, if we encounter a node of which the corresponding subgraph has a common itemset smaller than the threshold $\theta$, it is obvious that further traversal to any descendants of the node would be meaningless because any expansion to the subgraph results in a common itemset smaller than $\theta$. The nodes represented by dashed frames in Fig. 2 are eliminated by this second pruning.

Focusing on the two subtrees surrounded by red frames in Fig. 2, we find that the subtree on the right, rooted by $n_5$, is identical to the tail of the one on the left, rooted by $n_1$, including the itemset labels of their corresponding nodes. This means that visiting descendants of $n_2$ is unnecessary because the subgraphs they represent have supergraphs represented by the subtree on the left of which the itemsets are identical to those of the subgraphs. That is, the subgraphs represented by the subtree on the right are not closed. We avoid such a duplicated search by introducing the third type of pruning (Pruning 3) as follows.

We prepare an itemset table of which the entries correspond to the vertices of the graph. When a vertex is added to the subgraph we are visiting, the common itemset of the resulting subgraph is added to the entry corresponding to the added vertex unless the table entry contains a super-itemset of the itemset to be added. Otherwise, if a super-itemset exists, the search of the descendants of the current tree node can be skipped. The shaded nodes in Fig. 2 are eliminated by this kind of pruning. For example, the itemset $\langle i_1, i_2, i_4 \rangle$ is added to the table entry corresponding to $v_3$ when $n_1$ is visited. When $n_2$ is visited, $\langle i_1, i_2, i_4 \rangle$ is to be added to the same table entry again. At this time, since this super-itemset (in a broad sense) has already been registered, the search from $n_2$ in the direction of the leaf is skipped.

On the other hand, if a proper subset of the itemset being added has been registered, it is removed from the entry\(^2\). An itemset in the entry that has no inclusive relation with the itemset being added remains stored. For example, the itemset $\langle i_1, i_2 \rangle$ is added to the table entry corresponding to $v_4$ when $(v_1, v_3, v_2)$ is visited. Then, $\langle i_1, i_2 \rangle$ is removed from this entry when we visit $(v_1, v_2)$ and add the itemset $\langle i_1, i_2, i_3 \rangle$, which contains $\langle i_1, i_2 \rangle$, to the entry.

---

\(^2\) Even though this removal is not necessary for the correctness of the algorithm, it prevents the itemset table from becoming unnecessarily large.

---
all CCIGs of a graph $G = (V, E)$ whose common itemset size is not less than $\theta$. In $\text{ExploreCCIG}(\cdot)$, $T$ is the sequence of vertices corresponding to the connected subgraph that the function is visiting, $C$ is the sequence of vertices adjacent to $T$, and $V$ is the set of all vertices not in $T$. In this algorithm, Pruning 1 corresponds to the fact that subgraphs are scanned, managing $V$, $N$, and $C$. Pruning 2 is performed by detecting the inferiority of the itemset cardinality to the threshold $\theta$ at lines 6 and 21. Pruning 3 is executed by adding an itemset to the itemset table entry (lines 8 and 23) and detecting an inclusive relation between itemsets (lines 7 and 22).

### 2.3 Parallel COPINE Algorithm

We parallelize the algorithm in Fig. 3 by dividing the search tree and assigning a unique set of subtrees to each worker. This can be implemented by dividing the two $\text{for}$ loops (lines 4–10 and 18–26) into appropriate units and executing them in parallel.

Each worker traverses the assigned subtrees in almost the same way as in the sequential search. Prunings 1 and 2 can be directly applied to the parallel algorithm. However, we need to impose a certain restriction on Pruning 3. In Fig. 3, a worker refers to $c_i$ (a set of itemsets registered when the vertex $c_i$ was added to a subgraph) to check whether Pruning 3 is applicable. In a parallel search, a worker could excessively prune the branches in its subtrees if it blindly consulted table entries registered by another worker. We can avoid such excessive pruning by the restriction that a worker can refer to itemsets for Pruning 3 only if those itemsets had been registered earlier in a sequential search. A worker needs to check whether an element, i.e., an itemset, registered to the table had been registered earlier to the table, even if the search was executed sequentially rather than in parallel. This verification by a worker requires each itemset to have some sequential ordering information concerning its registration.

In a parallel search, a search tree node visited by a worker may have some precedent nodes left unvisited by other workers even though they should have been visited in the sequential search. Therefore, it is virtually impossible to perform Pruning 3 perfectly, and thus the parallel version of the algorithm in Fig. 3 will assert a CIG to be closed even though this is not true in reality. In order to obtain a sound set of CCIGs, we need to eliminate CIGs that do not satisfy condition (ii) of Definition 2 after the search.\(^3\)

### 3. Task-Parallel Language Tascell

Before describing the implementation of COPINE, we explain the mechanism of dynamic load balancing in Tascell.

#### 3.1 Overview

Figure 4 shows a multistage overview of Tascell. Compiled Tascell programs are executed on one or more computing nodes. Each computing node has one or more workers in the shared memory environment, and is TCP/IP connected to a relay server named Tascell server. Thus, Tascell realizes parallel computation in distributed memory environments by connecting computing nodes via Tascell servers.

A Tascell server relays messages among computing nodes, processes input and output to the user, and manages workloads of computing nodes. As shown in Fig. 4, a Tascell server can be connected to another Tascell server. Thus, computing nodes and Tascell servers generally form a tree, although we do not include performance evaluations with more than one Tascell server in this paper.

#### 3.2 Dynamic Load Balancing

Tascell balances workloads among workers using the dynamic load balancing mechanism of “work-stealing,” whereby an idle worker steals part of another worker’s task. In Tascell, programmers need to describe: (1) a series of operations, part of which can be assigned to another worker as a task, e.g., a loop to be parallelized; and (2) the information passed to a worker during task assignment, e.g., data referred to or updated by the worker. During execution, the runtime program creates tasks and assigns

---

\(^3\) The time required for this elimination is not considered in the performance evaluation in Section 6 because we can obtain a sound set of CCIGs in short time independently of the parallel search method that is used. This can be achieved by traversing the search tree again by referring to the “perfect” itemset table, which is obtained by the first traversal.
A Tascell worker executes its own task sequentially, and does not spawn a task until it receives a work-stealing request (task request) from another worker. That is, when the worker reaches a statement for which a task can be spawned (e.g., a parallel loop), it simply remembers the possibility at this point, and then executes the statement as if choosing a completely sequential execution. Each worker has its own workspace containing the data required for the search, and the search data are updated at each step.

When a worker (victim) receives a task request from another worker (thief), it backtracks to the oldest point among the parallelizable (task-spawnable) points, that is, the point at which the largest task can be spawned, and then spawns a task as if changing the choice of execution to parallel from sequential. The victim then allocates and initializes a new workspace for the task by making a copy of its workspace after backtracking.

Figure 5 illustrates how a task is spawned lazily, that is, only after a worker receives a task request. Suppose that \( n_t \) is the oldest task-spawnable point passed by the worker \( w_t \). When \( w_v \) receives a task request from the worker \( w_t \),

1. it backtracks to \( n_t \) performing undo operations to restore the state of its workspace at \( n_t \), and then
2. spawns a task to traverse the right subtree.

\( w_v \) creates part of the unexecuted iterations of a parallel for loop at \( n_t \) as a task. After sending the task to \( w_t \),

3. \( w_t \) returns from the backtracking with redo operations to restore the state of its workspace before backtracking, and then
4. resumes its own task.

Each task and its result are transmitted as a task object among workers. It can be transferred by passing the pointer in shared memory environments, or by serializing it via Tascell servers in shared memory environments in Section 4.2.

![Diagram of task spawning](image)

### 3.3 Work-Stealing Strategy

#### 3.3.1 Task Request

In conventional Tascell, a thief worker uses the following strategy to choose a victim worker to which to send a task request.

1. A thief randomly chooses a victim among other workers in the same computing node and sends a task request to it. If the victim can spawn a task, it spawns a task and sends it to the thief, as described in Section 3.2. Otherwise, the victim sends a refusal message to the thief.

2. If the thief received a task as a response to the request in (1), it executes the task. If it received a refusal message, it chooses another worker in the same node as a victim and sends a task request to it.

3. If the thief received refusal messages from all workers in the same computing node after repeating (1) and (2), that is, there are no task-spawnable workers in the node, the representative worker in the node sends a task request to the Tascell server directly connected to the node.

4. The Tascell server that received a task request randomly chooses a computing node among nodes connected to the server excluding the request sender, and forwards the request to it.

5. The computing node that received a task request forwarded by a Tascell server checks workers in the node in a random order. If the node contains a worker with a task that can be spawned, the worker spawns the task and sends the task to the thief via the Tascell server. Otherwise, the node sends a refusal message to the thief, again via the Tascell server.

6. If the thief cannot acquire a task from external computing nodes, it returns to (1) and retries stealing a task after halting for a while.

According to this strategy, a thief always steals a task from a worker inside the same computing node if there is a worker with a task that can be spawned. We discuss the problems associated with this strategy and propose solutions to them in Section 5.1.

#### 3.3.2 Stealing Back

When a Tascell worker cannot process its running task without receiving the result of a task that has been sent to another worker as part of the running task, the worker tries to steal another task as a thief rather than becoming idle waiting for the result. On this occasion, the victim of the request to steal is not chosen using the strategy explained in Section 3.3.1 but the thief steals back a task from the worker to which the task causing the synchronization is assigned. Using this technique, we can guarantee that the maximum size of execution stacks of workers does not exceed a constant times the maximum stack size encountered during a sequential execution [7]. On the other hand, this approach causes performance problems. We discuss these problems and propose solutions to them in Section 5.2.

### 4. Itemset Table Sharing

The efficient implementation of Pruning 3 in a parallel search requires workers to share table information under the restriction described in Section 2.3. This necessitates the design of an efficient sharing method by considering a trade-off between increasing the opportunity of using itemsets registered by other workers and reducing the cost of sharing information. In Section 4.1, we explain the sharing method in shared memory environments presented in [4]. Then, we introduce a sharing method in distributed memory environments in Section 4.2.

#### 4.1 Implementation in Shared Memory Environments

In our COPINE implementation in shared memory environments, all workers share a single itemset table with a mutual exclusion lock for each table entry. We satisfy the restriction de-
scribed in Section 2.3 by associating a task ID to each task and add the ID to each itemset registered in an itemset table entry to denote where in a search tree the itemset is registered. That is, the later the itemset is registered in a sequential search, the greater the value of the ID is associated with the itemset. A worker can use an itemset in the itemset table only if the task ID of the itemset is not greater than that of the task being executed.

Since there are too many search tree nodes to associate a unique ID with each node, we associate a range \([\text{minID}, \text{maxID}]\) represented by the 128-bit integers \(\text{minID} \leq \text{maxID}\) with each task as its task ID and add the ID to each itemset registered in an itemset table entry to denote where in a search tree the itemset is registered. The full range of unsigned 128-bit integers \([0, 2^{128} - 1]\) is associated with the root task, which is first assigned to a certain worker at the beginning of a search. When a task is divided, we divide the range in half, allocating the lower and higher subranges to the tasks in the left and right portions of the subtree to be split. When a worker registers an itemset \(I\) to the itemset table, the value of the minID of the running task is added to \(I\). At this time, if a proper subset \(I'\) of \(I\) has been registered and the minID of \(I'\) is greater than that of the running task, \(I'\) is removed from the entry. The other itemsets remain registered. A worker can only use an itemset in the itemset table for Pruning 3 if the task ID of the itemset is not greater than that of the task being executed.

This management technique enables the order of tasks to be defined by the order of their minIDs. As this order of tasks is equivalent to the order in which corresponding subtrees are visited in the sequential search, we can apply Pruning 3 without the loss of completeness.

The range \([\text{minID}, \text{maxID}]\) is divided recursively and minID may become equal to maxID after a certain number of divisions. Since we cannot divide such a range any further, a worker executes a task with such a range sequentially. Although such a sequential task might cause a load imbalance if its size were large, our implementation with 128-bit unsigned integers divides the root task up to 128 times recursively such that the resulting sequential tasks are sufficiently small.

4.2 Implementation in Distributed Memory Environments

A worker can immediately use itemsets registered by other workers by using the sharing method described in Section 4.1. However, it is unrealistic to use this method in distributed memory environments because the communication cost of acquiring mutual exclusion locks is excessively high. Therefore, we implemented the following method, which allows table information to be shared at a realistic cost while allowing some incompleteness in sharing table information across computing nodes.

We prepare an itemset table in each computing node. All workers in each node share the single itemset table controlled by locks as described in Section 4.1. In addition, each computing node sends updates of its own table to other nodes at regular time intervals of \(t_{\text{comm}}\). In our implementation, in addition to worker threads, a communication thread is created in each computing node for sending and receiving such updates. The communication thread repeats the following operations at intervals of \(t_{\text{comm}}\):

1. (1) extracting table updates of its computing node,
2. (2) sending the updates to all other nodes and receiving updates from them,
3. (3) registering the received updates to the table of its node.

Figure 6 shows the pseudo-code of the operations of a communication thread. The communication thread of each computing node extracts all itemsets (including their minIDs and maxIDs described in Section 4.1) registered to the table after the previous communication, and stores them in the send buffer. Then, the communication threads in all the computing nodes simultaneously exchange the contents in their send buffers using MPI collective communication functions. After receiving updates from external nodes, the communication thread registers the updates to the table of its node. At this time, the communication thread refers to minID and maxID associated with each received itemset and performs the operations described in Section 4.1 to satisfy the restriction described in Section 2.3 considering the order of itemsets based on minIDs.

We represent a set of itemsets stored in each table entry as a linked list in which a new itemset is added to the head. Therefore, the time required to extract table updates is proportional to the number of new itemsets.

5. Improvement of Work-Stealing Strategy

As explained in Section 3.2, a victim worker that received a task request backtracks to the oldest task-spawnable point to spawn a larger task. On the other hand, the strategy of a thief to choose a victim, explained in Section 3.3.1, does not aim to seek a victim that can create a larger task from candidates. In addition, due to the stealing back mechanism mentioned in Section 3.3.2, a thief is often restricted to sending a task request only to a specific worker. This approach did not cause considerable performance problems in the evaluations conducted in Refs. [3], [5]. However, the cost of a work-steal in our parallel COPINE implementation is high because the size of a task object in COPINE, which contains a current subgraph from which a thief starts its search, a set of vertices adjacent to the subgraph, etc., is large. Since such a task object is created and transferred among workers at every work steal, an increase in the number of small tasks that are stolen

1. `while(1) {`  
2. `uint64_t send_buf[], recv_buf[];`  
3. `sleep(t_comm);`  
4. `/* extract table updates and pack them into send_buf */`  
5. `for (i=0; i<|P|; i++) {`  
6. `pthread_mutex_lock(&table_entry_lock[1]);`  
7. `/* extract itemsets registered to the table entry n after the previous`  
8. `communication and append them to send_buf. */`  
9. `pthread_mutex_unlock(&table_entry_lock[1]);`  
10. `/* exchange the sizes of send_buf in all nodes */`  
11. `MPI_Allocators(1, send_buf, ...);`  
12. `MPI_Acceptor(send_buf, ...);`  
13. `MPI_Acceptor(send_buf, ...);`  
14. `/* unpack the received table updates from recv_buf */`  
15. `for (k=0; k<|itemsets in recv_buf|; k++) {`  
16. `e in the k-th element in recv_buf;`  
17. `i = the vertex number in e;`  
18. `pthread_mutex_lock(&table_entry_lock[1]);`  
19. `register the itemset in e to the table entry n;`  
20. `pthread_mutex_unlock(&table_entry_lock[1]);`  
21. `}`  
22. `}`

Fig. 6 Flow of the communication thread for updates to an itemset table.
leads to serious performance degradation. As described in the remainder of this section, we improved the strategy for choosing a victim and tried to reduce the number of tasks that are stolen back to allow workers to obtain larger tasks.

5.1 Strategy for Choosing a Victim

5.1.1 Task Request to External Computing Node

In the conventional strategy explained in Section 3.3.1, a thief does not send a task request to a worker in an external computing node as long as a worker with a spawnable task exists in the same node. This means that, once the representative worker in a node acquired a task, none of the workers in the node send task requests to external nodes until the first task is completed (except for stealing back). This strategy is effective from the viewpoint of reducing the number of internode tasks that are stolen. On the other hand, it causes the problem that a thief always sends a task request to a worker in the same node even if it can only acquire a small task in the same node but can obtain a larger task from an external node. The thief worker completes such a small task in a short time and obtains another small task. Such repetition continues until all tasks assigned to the node are completed; a number of small tasks are transferred among workers inside the node during the repetition.

We solved this problem by implementing a strategy that promotes workers to request tasks from external nodes. When sending a task request, a thief omits step (1) in Section 3.3.1 and chooses a worker in an external node as a victim if the number of uncompleted tasks taken from external nodes (except tasks taken by stealing back) is less than a threshold \( \tau \). The larger the value of \( \tau \), the more frequently workers request tasks from external nodes. Note that this strategy is equivalent to the conventional strategy when \( \tau = 1 \).

5.1.2 Choosing a Victim inside a Computing Node

In addition to the strategy described in Section 5.1.1, we implemented a strategy where, at steps (1) and (5) in Section 3.3.1, a thief estimates the sizes of tasks being executed by other workers in the computing node and chooses a worker with the maximum estimated size as a victim from which to steal a larger task. More concretely, the following operations are performed:

- Each worker always remembers the number of divisions of its running task counting from the root task. In the COPINE case, the root task corresponds to a task to traverse the whole search tree.
- Steps (1) and (5) in Section 3.3.1 are modified as follows:
  - The thief randomly chooses \( \kappa \) workers (\( 1 \leq \kappa \leq \text{number of workers in the node} \)) from the workers in the node, and checks the numbers of task divisions of their running tasks.
  - It chooses a worker with the smallest number of task divisions among the \( \kappa \) workers as a victim.

This strategy is based on the hypothesis that the larger the number of task divisions, the smaller the resulting task. The optimal value of \( \kappa \) should be found considering a trade-off between the expected sizes of stolen tasks and the cost of checking other workers. Note that this strategy is equivalent to the conventional strategy when \( \kappa = 1 \).

5.2 Reducing the number of Stealing Backs across Computing Nodes

As discussed in Section 3.3.2, a worker waiting for the result of another task is restricted to stealing back a task from the worker to which the task causing the synchronization is assigned, even if another worker can spawn a larger task. As stated in Section 5.1.1, when a worker completes a small task stolen back in a short time, it tries to steal back another task. This repetition produces a number of work-steals for small tasks between the two workers. Note that such a situation can occur between workers in different computing nodes. Furthermore, a victim of stealing back can also steal back another worker’s small task at the same time. Such a chain of stealing back tasks involving a number of workers across computing nodes significantly degrades the performance.

Unlike the problem discussed in Section 5.1.1, we cannot solve this problem by changing the destination of a request for a task that has been stolen back. Therefore, we tried to alleviate the performance degradation caused by the stealing-back chain by reducing the number of tasks stolen back. More concretely, a worker that waits for the result of another task that is assigned to a worker in an external node waits for a certain time \( t_{sb} \) before sending a stealing-back request. It is expected that we can prevent the thief from stealing a small task whose creation and transfer cost exceeds the performance gain obtained by parallelization, since the thief would receive the result of the spawned task within the waiting time if the task is too small to be worth being stolen.

6. Performance Evaluation

6.1 Evaluation Setup

We measured the performance of our implementations in distributed memory environments using an Appro GreenBlade 8000 supercomputer. For comparison, we also used a Cray XC30 supercomputer with Xeon Phi coprocessors to measure the performance in shared memory environments with many workers. Both of these systems are supercomputers of ACCMS, Kyoto University. The evaluation environments are summarized in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Appro GreenBlade 8000</th>
<th>Cray XC30 with Xeon Phi</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel Xeon E5 2.6 GHz 8-core × 2 (16 cores in total per node)</td>
<td>Xeon Phi 5120D 1.053 GHz 60-core</td>
</tr>
<tr>
<td>Memory</td>
<td>DDR3-1600 64 GB</td>
<td>GDDR5 8 GB</td>
</tr>
<tr>
<td>Compiler</td>
<td>GCC 4.4.7 with -O3</td>
<td>Intel Compiler 15.0.6 with -O3</td>
</tr>
<tr>
<td>Worker</td>
<td>Created by pthread_create with PTHREAD_SCOPE_SYSTEM</td>
<td></td>
</tr>
<tr>
<td>Lock</td>
<td>A pthread_mutex_t lock is attached to each table entry</td>
<td></td>
</tr>
<tr>
<td>Tascell Server</td>
<td>Implemented in Allegro Common Lisp 8.1 with (speed 3) (safety 1) (space 1) Executed on one of the same computing nodes</td>
<td></td>
</tr>
<tr>
<td>Network</td>
<td>InfiniBand FDR × 2</td>
<td></td>
</tr>
<tr>
<td>MPI</td>
<td>Intel MPI Library 5.1.3</td>
<td></td>
</tr>
</tbody>
</table>
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6.2 Performance in Distributed Memory Environments

We evaluated the performance improvement attained by the work-stealing strategies proposed in Section 5 by measuring the performance with the Appro GreenBlade 8000 on multiple computing nodes with the following two parameter settings:

(1) \( t_{\text{comm}} = 500 \text{ ms, } \tau = 1, \kappa = 1, \text{ and } t_{bth} = 0 \text{ s, that is, the setting to simulate the conventional work-stealing strategy, and} \)

(2) \( t_{\text{comm}} = 100 \text{ ms, } \tau = 2, \kappa = 16, \text{ and } t_{bth} = 100 \text{ ms, which we found by the following optimal parameter search using 8 nodes \times 16 workers.} \)

(a) We found the optimal values of \( t_{\text{comm}} \) and \( \kappa \) independently by varying \( t_{\text{comm}} \) or \( \kappa \) within the range of \( t_{\text{comm}} \in \{100, 250, 500 \text{ ms, } 750 \text{ ms, } 1 \text{ s} \} \) or \( \kappa \in \{1, 2, 4, 8, 16 \} \), respectively, while fixing the other parameters to the same values as (1).

(b) We found the optimal values of \( \tau \) and \( t_{bth} \) by trying all the combinations of \( (\tau, t_{bth}) \) that satisfy \( \tau \in \{1, 2, 4, 8, 16 \} \) and \( t_{bth} \in \{0 \text{ s, } 1 \text{ s, } 10 \text{ s, } 100 \text{ s, } 1 \text{ s} \} \), while fixing \( t_{\text{comm}} \) and \( \kappa \) to the values found in (a).

We also compared the performance of each implementation with that of the sequential COPINE implementation written in C. Table 4 contains the results of the evaluation. Note that, in Table 4, \( n \) denotes the number of computing nodes, and \( w \) denotes the number of workers per node. “Task execution rate” means the average and the standard deviation of the percentage of time spent on task execution to the total execution time among all workers. “Conventional” and “Proposed” are executions with the performance parameter settings (1) and (2) above, respectively.

The results of “Conventional” in Table 4 indicate that the task execution rates significantly decrease as the number of nodes increases, and we cannot obtain speedups with multiple computing nodes. On the other hand, the “Proposed” strategy enables us to alleviate the degradation of the task execution rates. The improvement in the execution rates means an improvement in the degrees of parallelism. This usually leads to degradation of the completeness of Pruning 3, or an increase in the number of visits to vertices\(^*4\). However, the number of visits to vertices of “Proposed” are almost the same as those of “Conventional.” This is because the communication interval to exchange table updates \( (t_{\text{comm}}) \) of “Proposed” is shorter than that of “Conventional.” As a result, we can obtain speedups with multiple computing nodes using the proposed strategy. For instance, with 8 nodes \times 16 workers, we achieved a 7.22-fold speedup compared to the one-worker execution, which is 4.65-fold to C and 1.75-fold (\( = 7.22/4.13 \)) to the execution by 1 node \times 16 workers. However, we were unable to achieve good performance in the 16-node execution of “Proposed” because the task execution rate significantly degrades. Future work is needed to improve the performance with additional computing nodes.

We evaluated the effect of changing the values of \( t_{\text{comm}}, \tau, \kappa, \) and \( t_{bth} \) by measuring the performance with 8 nodes \times 16 workers when varying the values of these parameters one by one while fixing the other parameters to the settings of “Conventional.” Figure 7 shows the measurement results. The error bars of the task execution rates show the standard deviation among workers. These results show the following.

- Reduction of \( t_{\text{comm}} \) enables us to reduce the total number of visits to vertices and improve the overall performance.

In Table 5, we show the cumulative processing time of the communication thread in the process with MPI rank 0 when \( t_{\text{comm}} \) is set to 100 ms, 500 ms, and 1 s. We can see that the increase in the cost of communication threads when reducing \( t_{\text{comm}} \) to 100 ms is sufficiently small relative to the effect of reducing the number of visits to vertices.

- When we promote workers to request tasks from external

---

\(^*4\) This problem also occurs in shared memory environments, and is difficult to solve as discussed in [4].
nodes by increasing $\tau$, the task execution rate degrades. This is because the increase in the amount of internode work stolen also results in an increase in the number of internode tasks stolen back. Note that we obtained a slight performance improvement in spite of the degradation of the task execution rates when $\tau$ is 2 and 4. This is because the decrease in the degrees of parallelism resulted in a decrease in the number of visits to vertices.

- When $k$ increases, there is no great change in the task execution rate, but the overall performance is slightly improved.
- There is no correlation between $t_{sb}$ and the performance or the task execution rate.

We can conclude from these results that we cannot improve task execution rates and overall performance when varying only one of $\tau$ and $t_{sb}$. We evaluated the effect of varying both $\tau$ and $t_{sb}$ in detail by rechecking the results of the performance measurements that were conducted to find the settings of “Proposed,” that is, the measurements when varying $\tau$ and $t_{sb}$ at the same time while fixing $t_{comm}$ and $k$ to 100 ms and 16, respectively. **Table 6** shows the execution times and the task execution rates with these settings. It is clear that the task execution rate has considerably improved as $t_{sb}$ increases when $\tau$ is set to 2 or 4. One possible reason for these performance improvements is that, not only does the number of stolen internode tasks increase when $\tau$ increases, the increase in the number of internode tasks stolen back is suppressed by increasing $t_{sb}$.

### 6.3 Comparison with Performance in Shared Memory Environments

In order to compare the performance between shared and distributed memory environments, we measured the performance of each environment with 1 node × 1–16 workers and 1–16 nodes ×
because the size of the search space enlarges as the number of workers increases. The speedup with 4 nodes × 16 workers on the Appro GreenBlade 8000, which is 6.09-fold relative to the one-worker execution, is comparable to that in shared memory environments with approximately the same number of workers.

7. Related Work

7.1 Distributed Memory Environment Support of Task-Parallel Languages

Apart from Tascell, there are other task-parallel languages and libraries that support distributed memory environments. For example, Distributed Cilk [10], SilkRoad [11], X10/GLB [12], and Uni-Address Threads [13] are task-parallel execution frameworks that support dynamic load balancing across computing nodes.

However, there has been little previous effort to implement real backtracking search applications that require knowledge sharing for pruning in parallel using such frameworks. In addition, as discussed in [4], it is difficult to efficiently implement the parallel COPINE algorithm targeted in this research without using the temporary backtracking mechanism featured by Tascell.

7.2 Parallel Backtrack Search Implementations in Distributed Memory Environments

Game tree searches are one of the important applications of backtracking search algorithms with pruning. Board games such as chess and shogi (Japanese chess) allow the player to check all the possible moves by traversing a search tree named game tree. Massive parallelization of game tree searches using multiple computing nodes is becoming a popular way to improve the performance. However, it is not easy to obtain effective parallel performance in such environments. One of the challenges is sharing information in a transposition table, which is a hash table with the positions as the keys and is used to avoid duplicate searches of identical positions. Some mechanisms have been proposed to manage such a table in distributed memory environments to alleviate the increase in the search space caused by the incompleteness of information sharing. For example, Transposition table Driven work Scheduling (TDS) [14] uses a distributed hash table. When a task is created, a hash value for the task is calculated, and the task is sent to a computing node to which the hash value is assigned.

In TDS, internode communications are required for sending tasks to external nodes but all table accesses are local. However, its performance depends on the quality of the hash function; redundant search is performed when a task is sent to an inappropriate computing node.

In PaSAT [15] and ySAT [16], which are parallel implementations of the Satisfiability Problem (SAT), each worker has its own table and exchanges its contents with other workers periodically to update the table. This sharing method is similar to our implementation. SAT presents another implementation problem in that it is difficult to find an appropriate shared portion of an enormous number of conflict clauses, especially for distributed memory implementations. This issue is less significant in COPINE, since the size of a table is $O(|V| \exp(max_{v \in V}(|I(v)|)))$ at the worst, because the number of itemsets registered in an entry corresponding to a vertex $v$ is at most $2^{h(v)}$, or more precisely $\frac{n(\alpha)}{2(h(v)/2)}$.
8. Conclusion and Future Work

In this paper, we proposed a parallel implementation of the COPINE algorithm for graph mining that extracts all connected subgraphs with common itemsets of which the size is not less than a given threshold, in distributed memory environments.

We ensured that table information related to pruning is shared across computing nodes by implementing a sharing method whereby computing nodes exchange their table updates periodically by using the collective communication functions of MPI.

Although the task-parallel language Tascell used in the implementation supports distributed memory environments, the conventional work-stealing strategy in Tascell, which aims to minimize the number of internode work-steals and tends to increase the number of work-steals for small tasks, is not sufficient from the viewpoint of effective load balancing. Therefore, we employed new work-stealing strategies in which workers request tasks from external nodes more frequently and estimate the sizes of tasks created by victim candidates, to obtain larger tasks.

As a result of these improvements, we achieved a 7.22-fold speedup with 8 nodes × 16 workers compared to the one-worker execution in the performance evaluation using a real protein network.

Our future work includes improving the performance in more highly parallel computing environments. In executions with 16 nodes, we were unable to obtain accelerated performance due to the significant degradation of the task execution rate. We aim to solve this problem by further improving the strategy for choosing a victim. We also need to improve the implementation of Tascell itself, including the stealing back mechanism, which is a major factor that restricts a worker in choosing a victim. Despite our attempt to use many workers to obtain sufficient speedups this was neither successful in shared nor in distributed memory environments. This is because the search space enlarges as the number of workers increases. One possible approach to this problem is to abort the execution of a worker traversing a subtree pruned by another worker. We have already implemented this abort mechanism using exception handling features in a task-parallel language and confirmed the performance improvement in shared memory environments [17], [18]. We plan to enhance this implementation for distributed memory environments.
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