Abstract: Nearby event data, such as those for exhibitions and sales promotions, may help users spend their free time more efficiently. However, most event data are hidden in millions of webpages, which is very time-consuming for a user to find such data. To address this issue, we use web mining that extracts event data from webpages. In this paper, we propose and discuss the implementation of Event.Locky—a system for extracting event data from webpages in a user-defined area and displaying them to a user in a spatial-temporal structure. Furthermore, we design two core algorithms for event data extraction in Event.Locky: webpage-data-record extraction and event-record classification. The former is used to convert a semi-structural HTML document into processable structured data. The latter filters out non-event data from extracted data records using machine learning. We trained and evaluated Event.Locky with an actual dataset composed by 96 restaurants and shops at Nagoya train station. As a result, our event-classification algorithm achieved an $F_1$ score of 91.61%, an increase of 3.07% from current event-classification algorithms. The combination of our event-classification algorithm and our data-record-extraction algorithm achieved $F_1$ score 83.96% to extract event records from webpages. That increased 1.6% from current algorithm. Finally, we discuss the feasibility of Event.Locky in an actual online environment through the implementation of a demonstration application.

Keywords: event data, web mining, text classification, spatial-temporal visualization

1. Introduction

Most organizations publish event information (such as sales promotions or exhibitions) on their webpages with the aim of attracting more users. Providing event data within spatial-temporal information will benefit user offline participation. There are event search services (e.g., ATND [1] and Peatix [2] etc.) that collect spatial-temporal event data through user uploads. However, these services provide event registration platforms that are focused on individual events (almost about seminars or lectures). They do not provide certain valuable business events (such as sales promotions or happy hours), which are more attractive for users. Except event search APIs, users also voluntarily share event data they feel interesting through social network services (SNSs). Some approaches address event-data extraction on Twitter [3], [4], [5]. Unfortunately, most event data on SNSs are not official. Although some organizations also tweet event data on official blogs, most tend to share event data on their own webpages. Official webpages contain accurate event data of organizations. Nevertheless, the communication efficiency of webpages is limited because only loyal users check familiar websites regularly. For new users (such as tourists or passersby who are waiting for the next train at an unfamiliar train station), it is impossible to obtain event data from webpages at an unfamiliar area.

In order to solve these problems, we explore the new concept of a system extracting event data from organization webpages (including official websites and SNSs) so that it can push nearby event data to users according to current spatial-temporal conditions. We consider a specific question of this concept: can web mining techniques be applied? Web mining [6] is the process of extracting useful information from the content of web document. In this study, we focused on event data mining and developed a system called Event.Locky for event data extraction.

The process flow of Event.Locky is shown in Fig. 1. First, a user’s device sends location information obtained from a GPS sensor or by a user indication to the server. Second, the URLs of nearby organizations are obtained through a search engine according to location information. Third, a crawler in the server downloads webpage documents. Forth, our web-data-record extraction then converts the HTML documents into processable structured data and our event-record classification filters out non-event data. The web-data-record extraction, which we discuss in Section 3, is divided into three steps: Inline-level Element Pruning in Section 3.1, Partial Tree Matching in Section 3.2, and Backtracking in Section 3.3. We discuss event-record classification in Section 4 about our paragraph vector generation and the classifier. Finally, the server pushes event data including locations, times, images, and contents to the user’s client. A client application in the user’s device displays these event records as
spatial-temporal data.

In summary, the paper makes the following contributions:

- We propose an event-data-extraction system called Event.Locky, which is a combination of our robust web-data-record-extraction algorithm and event-record-classification algorithm, which converts webpages into data records corresponding to 83.96% event data on all types of webpages. We adopt HTML partial tree matching, which extracts data records on web documents with similar and continuous sub-structures. Event.Locky also uses our novel pruning process to remove unrelated elements for reducing sample noise and computation complexity, and our backtracking process that makes independent records extraction possible. Our Event.Locky increases $F_1$ score by 1.6% from current algorithms for event records extraction.

- Event.Locky involves a high-performance event-record-classifier model. For filtering out non-event data, we implemented a semantic-event-record-classifier that adopts a distributed representation model to generate paragraph vectors. Based on the neural network language model Word2Vec, we use a weighted optimization method to increase the classification performance. A support vector machine (SVM) is used with a radial basis function (RBF) kernel as the classifier. By cross validation, we achieved an $F_1$ score of 91.61%. Event.Locky currently can be applied to data in most Japanese websites.

2. Related Work

2.1 The Work of Web Data Extraction

Data on a webpage are composed of semi-structured data, which cannot be directly processed. Such data are generated by records in a database following particular rules. Intuitively, a region on webpage including one or more elements wraps a data record from a database. A web-data-record extraction algorithm generates wrappers that identify regions of data records and extract data records from webpages [7].

A number of approaches cover the theme of web-data-extraction based on manual, tag, page-layout, vision and tree. Manual [8], [9] and tag-based [10], [11] approaches are fundamental for web-data-extraction. By observing the structure of  

Table 1  Feature comparison of data-record-extraction approaches.

<table>
<thead>
<tr>
<th></th>
<th>Manual</th>
<th>VIPS</th>
<th>DEPTA</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatic Webpage Records Extraction</td>
<td>×</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Atomic Records Extraction</td>
<td></td>
<td>×</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Unrelated Elements Pruning</td>
<td>×</td>
<td>×</td>
<td></td>
<td>○</td>
</tr>
<tr>
<td>Hidden Elements Extraction</td>
<td></td>
<td>×</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Independent Elements Extraction</td>
<td>×</td>
<td>○</td>
<td></td>
<td>○</td>
</tr>
</tbody>
</table>

individual webpages, programmer writes a program (wrapper) to extract data records from regular expressions or particular paths. Manual approaches can accurately extract data records from an HTML document. They are frequently used to obtain periodic data (such as stock movements or price trends) from several webpages. Although programmers have to define different extraction patterns for each webpage, these approaches are not suitable for automatic data records extraction from heterogeneous webpages.

Kovacevic et al. [12] proposed a page-layout approach by observing the webpage layout. There are some design page-layout patterns (such as header, footer, left, right, and center) that allow a page to be segmented into fixed regions. This approach is effective for normal layout patterns of most web pages. However, it cannot be used on all webpages. The event webpage of a shop is most likely designed unconventionally; therefore, this page-layout-based approach is unsuitable.

Cai et al. [13], [14] proposed a vision-based page segmentation (VIPS) [15] approach, that simulates the human visual perception to segment webpage blocks, which distinguish different parts of a webpage, such as lines, blanks, images, and colors. This approach can be applied to automatic webpages blocks segmentation. However, the extracted data records with VIPS are sometimes not atomic. For example, a list of titles in a div element may be estimated as one block (one record) by VIPS, rather than segmented into individual titles. In addition, some hidden items in a webpage (such as a slider bar) can not be extracted with VIPS; thus, it is not suitable for extracting event records from webpages.

Zhai and Liu [16], [17] developed a tree-based web-data-record-extraction approach called DEPTA [18]. This approach extracts web data from the viewpoint of webpage generation. Data records from a data table are typically presented in continuous regions on a webpage and formatted using fixed HTML templates. By matching partial tree structures, data records can be extracted; thus, it is suitable for converting from semi-structure data to structured data. However, this approach does not take into account how to extract an independent data record without any similar continuous region on a page. It also does not take into account specific HTML elements, which are unrelated (such as hidden elements) to partial tree matching but increase the complexity.

Event.Locky users our novel automatic web-data-record-extraction algorithm. Table 1 shows feature comparison of what are the advantages in our algorithm compared to current approaches. Based on partial tree matching, we present a pruning
process to reduce un-related elements and a backtracking process that makes independent element extraction possible. We conducted a quantitative evaluation experiment, which is discussed in Section 5.2.

2.2 Filtering Out Unrelated Data

Data records extracted from webpages contain large amounts of unrelated data. A machine learning algorithm is commonly used unrelated data cleaning. In this study, we filtered out non-event data in a semantic text classifier. For a text classification task, mapping a paragraph to a dimensional vector is the key to maintaining classification performance. A one-hot paragraph vector [19] can solve many text classification problems. However, a one-hot paragraph may appear sparse and have high dimensionality, which may increase classification errors. Tomas et al. [20], [21], [22] proposed a neural network language model called Word2Vec, which clusters similar words (e.g., 'coupon' and 'campaign') with smaller cosine similarities. It effectively builds the semantic relationship between each word and solves the sparse problem of training a dataset. However, Word2vec works on the word level, which does not offer any direct implementation to obtain the paragraph vector.

Le et al. proposed a paragraph vector framework called PVDM [23]. It considers a paragraph token as another word called ‘memory’ in paragraph, and trains the paragraph token as the paragraph vector in Word2Vec processing. However, in this task, the paragraph as a record on webpages tends short. In training with few words, the convergence of PVDM is not complete. Repetitive training can solve this question but requires more computing resources. On the other hand, based on Word2vec, PVDM solves some semantic problems. Nevertheless, it lacks an optimization for a specific classification task. Aiming at event records classification, we present a weighted vector method based on Word2Vec, which is more concise and achieves a higher $F_1$ score than existing methods.

We use a classifier to estimate data records belonging to event data. Some of the most frequently used methods for classification are the Naïve Bayes classifier [24] and the k-Nearest Neighbors (k-NN) [25] classifier. However, because there is noise in training data, both Naïve Bayes and k-NN easily appear overfit when the sample size increases. Thus, it is difficult to ensure their robustness. With Event.Locky, we use an SVM [26], [27] with a RBF kernel as the classifier. We conducted evaluation experiments, which are discussed in Section 5.1.

3. Web-Data-Record Extraction

Due to extracting event records from webpages, we developed our web-data-record-extraction algorithm. It identifies records as semi-structured data on web pages and converts them into structured data. The challenge is how to generate wrappers that segment an entire webpage into records and ensure each record includes an atomic data record. Partial tree alignment is an important concept in wrappers generation. Figure 2 shows an example webpage [28], where each data record (in the list) has the date, address, description, categories, etc. They align continuously with a similar structure. Therefore, it is possible to detect records according to matching similar structures on the webpage. We begin this section by explaining inline-level element pruning, which helps us prune the HTML tree to improve the accuracy of the wrapper generation and the reduce computational complexity of the web-data-record extraction algorithm. After that, we explain the partial tree matching algorithm. Finally, by the backtracking process, we can also extract some independent records without any continuous siblings. The process flow of these three steps is shown in Fig. 3.

3.1 Inline-level Element Pruning

The pruning process is used to remove the elements, which are not related to the HTML structure matching. A target of web designing is to enable users to identify data records on a webpage as easily as possible. Designers keep data records identifiable through space separations on webpages. Some HTML elements affect the spatial structure of webpages; however, others do not. In the HTML 2.0 [29] standard, HTML elements are divided into block-level elements and inline-level elements. Because inline elements normally do not significantly affect the webpage structure, we argue that they should not be used for partial tree matching on a webpage. In this case, inline elements may affect the result of partial tree matching. Consequently, pruning of inline elements is done to reduce the computational complexity for partial tree matching.

Pruning is started from scanning a HTML document $D$ in breadth-first search at lines 2 to 7. As shown in Algorithm 1, we initialize a queue $Q[0] = [D, Body(i)]$ with a single element, which is the (body) element of the HTML document $D$, and initialize a cursor $i$ of $Q$ from 0 at line 1. At line 3, children elements of $Q[i]$ are stored in the queue $E[i]$. At lines 4 to 6, $E[i]$ are iterated. At lines 5 and 6, if the child element is a block-level element, it is added into the end of the queue $Q[i]$. At line 7, the $i$ increases by
Algorithm 1: Inline-level Element-Pruning

<table>
<thead>
<tr>
<th>input</th>
<th>An HTML document $D$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>A pruned elements queue $Q[]$.</td>
</tr>
</tbody>
</table>

1. $Q[]$ ← $D.Body()$, $i$ = 0;
2. while $i < |Q[]$.Size() do
   a. foreach element $e$ of $E$ do
   b. if $e$.isBlock() then
      c. $Q[]$ ← $e$;
   d. $i$ = $i$ + 1;
3. return $Q[]$;

Algorithm 2: Partial Tree Matching

<table>
<thead>
<tr>
<th>input</th>
<th>$Q[]$ is from inline-level element-pruning.</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>$R[][]$ stores extracted records, and $Q[]$ with marked elements.</td>
</tr>
</tbody>
</table>

1. $R[][]$ = $[]$, $i$ = 0;
2. while $i < |Q[]$.Size() do
   a. if $Q[]$.isExtracted() = true then
      b. continue;
   else
      c. $w$ = 1;
6. while $w < |Q[i]$.SiblingNumber() / 2 do
5. $l$ = Match($Q[i]$ to $Q[i + w - 1]$), $Q[i - w]$ to $Q[i - 1]$);
6. $r$ = Match($Q[i]$ to $Q[i + w - 1]$), $Q[i + w]$ to $Q[i + 2w + 1]$);
7. if $l$ or $r$ then
   a. $R[][]$ = $Q[i]$ to $Q[i + w - 1]$;
   b. $Q[i]$ to $Q[i + w - 1]$.MarkExtracted();
   c. $Q[i]$ to $Q[i + w - 1]$.MarkAllChildrenExtracted();
   d. $Q[i]$ to $Q[i + w - 1]$.MarkAllParentsExtracted();
   e. $i$ = $i$ + $w$ - 1;
   f. break;
else
   g. $w$ = $w$ + 1;
8. $i$ = $i$ + 1;
9. return $R[][]$, $Q[]$;

Fig. 4 Example of Partial Tree Matching with 2 Types of Wrapper Structures, as Shown in HTML Tree. The map below the tree structure extends each element in $Q$ as first row. From the second row, there are corresponding children elements. The last row shows the number of siblings of the element that determines the width of the matching window. It was observed that wrappers can be extracted by matching columns in each window (the dotted region in the table).

1. The pruned tree is stored in the $Q[]$, which is used for partial tree matching the next step.

3.2 Partial Tree Matching

The reason of adopting breadth-first search is that a webpage is designed from outline to detailed, namely from a large to a small area. A breadth-first search precisely scans a webpage from a large area to a small area. The $Q[]$ from the pruning process happens to be a sequence arranged as a breadth-first search, which can be directly used for partial tree matching.

We explain the process of partial tree matching and wrappers extraction in an example of a tree structure, which is shown at the top of Fig. 4. We assume there are two wrappers $W_1$ and $W_2$ of six partial trees. For ease of explanation, we extend the pruned tree $Q[]$ into a first row of the map, as shown at the bottom of Fig. 4. The first row is assigned each element in $Q[]$ as a breadth-first search. From the second row, there are corresponding descendant elements, which are also aligned through breadth-first search, namely the partial tree structure of the element. The matching process is from left to right. Obviously, the three $(tr)$ records can be extracted by matching each of their columns.

However, matching each of the elements is not suitable in some exceptional cases. Some records may be constructed with multiple elements in the same level, such as two $(div)$s or more. Figure 4 gives an example in which a $(dt)$ element and a $(dd)$ element construct one record. In this case, the matching function needs to be compared to both elements. We designed a matching window mechanism to address this case. It determines how many columns of same-level-elements are combined to match. The width of the window loops from one to half the number of siblings elements, which is shown as the last row in Fig. 4. In this case, when the window width increases to two, wrapper $W_2$ is generated.

Algorithm 2 shows the details of the partial tree matching. The $Q[]$ is from the inline-level element-pruning process as the input. At line 1, because a record may include multiple elements, we initialize a two-dimensional array $R[][]$ to store extracted records, and an $i$ for $Q[]$. At line 3, if $Q[i]$ has been marked as an extracted element, skips it and continue to the next loop. The extracted-element-marking process is shown at lines 12 to 14. At line 6, it initializes a $w$ of the matching window size from value 1. At line 7, the $w$ increases by 1 (at line 18) until it reaches half the number of $Q[i]$ siblings. At lines 8 and 9, it matches the columns in the current window with the left and right windows, and stored the results in two boolean variables $l$ and $r$. At line 10, if $l$ or $r$ is true, elements of the current window are added into array $R[]$ as a record (line 11). At line 12, all the elements of the current window are marked as 'extracted'. At line 13, all the child elements of the current window are marked as 'extracted'. At line 14, all the parent elements of the current window are marked as 'extracted'. Line 15 skips the extracted elements of the current window and updates $i$ to $i + w - 1$. Line 16 breaks the loop in line 7 and goes to line 19. If it is not matched at line 10, the $w$
tree matching as the input. At line 1, an \( i \) for \( Q \) is initialized. At line 2, \( i \) is looped from 0 until the size of \( Q[i] \). At line 3, if \( Q[i] \) has not been extracted yet, the program runs lines 4 to 6. At line 4, if the parent element of \( Q[i] \) is marked as an extracted element, \( Q[i] \) is extracted and added into \( R[i] \) at line 5. Note that, the marking is done during partial tree matching as shown in Algorithm 2 at lines 12 to 14. At line 6, \( Q[i] \) is marked as ‘extracted’. At line 7, all the children elements of \( Q[i] \) are marked as ‘extracted’. At line 11, all the extracted records in array \( R[i] \) are returned.

In summary, the above three processes extract data records on a webpage. However, these primary processed records can not be pushed to users yet. There is a vast amount of non-event data; therefore, it is necessary to filter out such data. In the next section, we present our classification algorithm to filter out non-event data using machine learning.

4. Event-Record Classification

4.1 The Background of Paragraph Vector Generation

We filter out non-event data as a text classification task. We call the text of an event record a ‘paragraph’. As a semantic classifier for text, it is essential to start from mapping the paragraph into a mathematical model. One-hot representation [19] is the most commonly used model. A paragraph \( X \) is mapped into a vector as

\[
X = [w_1, w_2, ..., w_i, ..., w_n] \quad \omega_i \in [0, 1]
\]

where the dimensionality \( n \) is predefined to the size of a dictionary. If a word \( w_i \) appears in the paragraph, it is set to the binary value 1; otherwise 0. Although this model can solve many problems in text classification, it has two serious disadvantages. First, due to sparseness, each word is independent. The one-hot representation model cannot build semantic relationships between words (e.g., ‘coupon’ and ‘campaign’ are unrelated in the one-hot representation model, although they have similar linguistic functions). Therefore, the classification accuracy is restricted to the coverage of training data. Second, paragraph vectors are mapped to a high-dimensional vector with the dimensionality \( n \) (\( n > 200,000 \) in Japanese). The model with a high-dimensional vector may reduce the efficiency of the classifiers. This is a disadvantage for some classifiers.

Distributed representation models have been recently presented. Word2Vec [20], [21], [22] is the most common. By observing a word \( \omega_t \) that appears near its context \( \omega_{t-c}, \omega_{t-1} \) and \( [\omega_{t+1}, \omega_{t+c}] \) with the probability \( P(\omega_t | \text{context}(\omega_t)) \), it clusters sim-
ilar words with smaller cosine similarities in a low-dimensional vector space (usually n = 50, 100 or 200). It mitigates the disadvantages with the one-hot representation model. However, word2vec works on the word level, which does not offer any direct implementation to obtain the paragraph vector. Furthermore, as a word clustering algorithm, Word2Vec has no optimization for specific classification tasks. In this paper, we present a weighted optimization paragraph vector mapping method that works on word vectors and improves the classification of paragraph vectors.

4.2 Optimization Method: Weighted Paragraph Vectors
First, we obtain a paragraph vector from word vectors. We map a paragraph into an n-dimensional vector $X$ using the centroid of word vectors, which constitute the paragraph. This is described as

$$X = \frac{1}{m} \sum_{i=1}^{m} \omega_i \quad \omega_i \in \mathbb{R}^n$$

where $m$ is the number of words in a paragraph, $\omega_i$ are the words constituting the paragraph, and $n$ is the dimensionality of a paragraph vector, which equals the dimensionality of the word vector because we map paragraphs to the same vector space as words. It can be seen that the paragraph vector is mapped to the mean of words vectors. With this method, each word vector has a uniform weight of 1. In other words, each word vector gives the same support for the paragraph vector.

Second, we explain the concept and give a description of a weighted paragraph vector. We assume some words in the dictionary are strongly related to the polarity of event-data classification (such as the words ‘firework show’, ‘exhibition’ etc). In comparison, some words are weakly related to classification (such as ‘the’ and ‘and’ etc). If a word is strongly related for classification, it should be given a higher weight. Geometrically, the paragraph vector should ‘drift’ close to the higher-weight word vectors; otherwise, far from the lower-weight word vectors. This is the concept of a weighted paragraph vector. Therefore, the equation of a weighted paragraph vector is given as

$$X = \frac{\sum_{i=1}^{m} \theta_i \omega_i}{\sum_{i=1}^{m} \theta_i} \quad \theta_i \in [0, 1]$$

where $\theta_i$ is the weight of the $i$th word $\omega_i$ in a paragraph. The definition domain of $\theta_i$ is a closed interval from 0 to 1. Because in some cases, the sum of weights may be 0 in a paragraph, we add 1 to the denominator to avoid an infinite value.

The training event dataset is given as $\{(p^{(j)}, y^{(j)}); j = 1, 2, \ldots, M\}$, where $p^{(j)}$ is the $j$th paragraph in the dataset (with size $M$) corresponding to a target variable $y^{(j)} \in \{0, 1\}$. We obtain the weight $\theta_i$ by using Naive Bayes, which calculates the probability of an $\omega_i$ that belongs to a target variable $y^{(j)}$ as

$$p(y|\omega_i) = \frac{p(\omega_i|y)p(y)}{p(\omega_i)}$$

where the target variable $y$ is set to 1 if the paragraph is an event record; otherwise, set to 0. When the training dataset is large enough, we approximatively consider

$$p(\omega_i) = \frac{M(\omega_i)}{M}$$

$$p(y) = \frac{M_y}{M}$$

$$p(\omega_i|y) = \frac{M(\omega_i,y)}{M_y}$$

where the integer $M$ is the number of training datasets, $M(\omega_i)$ is that in which the word $\omega_i$ appears, $M_y$ is that with $y$, and $M(\omega_i,y)$ is that including $\omega_i$ also with $y$. By substituting Eq. (3) into Eq. (2), we obtain the probability of $y$ given $\omega_i$ as

$$p(y|\omega_i) = \frac{M(\omega_i,y)}{M(\omega_i)} \quad p(y|\omega_i) \in [0, 1]$$

Note that, $p(y = 1|\omega_i)$ and $p(y = 0|\omega_i)$ are complementary. Therefore, any $y$ can be used to obtain the probability $p(y|\omega_i)$. When $p(y|\omega_i)$ approximates to 0.5, $\omega_i$ is weekly related for classification; When it approximates to 0 or 1, $\omega_i$ is strongly related for classification. Therefore, we give the mapping function to calculate the weight $\theta_i$.

$$\theta_i = |1 - 2p(y|\omega_i)| \quad \theta_i \in [0, 1]$$

Substituting Eq. (4) into Eq. (1), the weighted paragraph vector can be obtained.

We implement the classifier using an SVM with an RBF kernel. The SVM is trained by weighted paragraph vectors, which result in a better classification. The details of the results are given in the next section.

5. Evaluation Experiments
In this section, we evaluate our event-record-classification algorithm, the capability of event data extraction by a combination of the web data extraction algorithm and the event-record-classification algorithm, and we show a demonstration experiment to discuss the feasibility of Event.Locky. First, the event classifier must be trained. For event-record-classification evaluation, we manually labeled 23,000 records as training data, which are extracted from top-pages and their sub-pages of 96 shops in our web data extraction algorithm. These 96 shops are located in UNIMALL and ESCA[31], two underground shopping streets at the railway station in Nagoya, Japan. We use these training data to pre-training Word2Vec and our Event-Record-Classification algorithms. Second, we use about 4,000 of 23,000 records, which are extracted from top-pages of 96 shops, to evaluate event-data-extraction algorithms. Third, we develop a demonstration system to evaluate the feasibility when Event.Locky runs at actual Internet environment.

5.1 Results Comparison of Event-Record-Classification Algorithms
Note that we re-checked data set from previous studies[32], [33]. We adopted cross validation that sets 90% as the training dataset and 10% as the test dataset. We used Japanese morphological analyzer Kuromoji[34] for word segmentation and an open source library SVM, LIBSVM[35], developed by Chang et al.[36] as the classifier. The evaluation of the classification algorithms involved precision, a recall, and a $F_1$ score.
Table 2 The evaluation of precision, recall and $F_1$ score of each model (We do parameter optimizations for each $C$ and $γ$. It scan logarithm of $C$ and $γ$ until achieve best $F_1$).

<table>
<thead>
<tr>
<th>Model</th>
<th>$\log C$</th>
<th>$\log γ$</th>
<th>Prec.</th>
<th>Rec.</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONE-HOT</td>
<td>4</td>
<td>-6</td>
<td>81.62%</td>
<td>78.42%</td>
<td>80.51%</td>
</tr>
<tr>
<td>W2VM MEAN</td>
<td>5</td>
<td>1</td>
<td>86.92%</td>
<td>88.70%</td>
<td>87.80%</td>
</tr>
<tr>
<td>PVDM</td>
<td>5</td>
<td>1</td>
<td>88.46%</td>
<td>88.94%</td>
<td>88.70%</td>
</tr>
<tr>
<td>PVDM x10</td>
<td>8</td>
<td>1</td>
<td>88.73%</td>
<td>89.32%</td>
<td>89.03%</td>
</tr>
<tr>
<td>Ours</td>
<td>6</td>
<td>1</td>
<td>92.48%</td>
<td>90.46%</td>
<td>91.61%</td>
</tr>
</tbody>
</table>

Fig. 7 The $F_1$ Score Transition of Models in each 1,000 Training Data. The vertical axis is $F_1$-score of each algorithm. The horizontal axis is size of training set.

We implemented and compared the One-Hot Representation model, Word2Vec Mean Vector model, PVDM, and our Weighted Mean Vector model. The mapped paragraph vectors and their target variables were inputted into the SVM for supervised training. The kernel function we adopted was the RBF. The RBF kernel has two undetermined parameters - the penalty factor $C$ and the influence factor $γ$. Each parameter was tuned by parameter optimization to find the best $F_1$ score in each model.

Table 2 lists the experiment results. There was a significant improvement when a distributed representation was adopted instead of one representation. From the data, we can see PVDM is significantly better than One-Hot Representation, and perform at the same level as Word2Vec Mean Vector. There has to be mentioned an important feature of event records on the webpage. These event records are short as one or two sentences, even a phrase. From Fig. 7, we can see when the model is trained in few words, the convergence of PVDM is not complete. The classification results are not satisfactory. For a complete convergence, we did a repetitive training experiment (PVDM x10) that trains each paragraph in 10 loops. We can see a marked improvement in a small training size. On the other hand, based on Word2Vec, PVDM solves some semantic problems. Nevertheless, it lacks an optimization for a specific classification task. Our method solves this lack through weighting for each word on a given class. As a result, our method achieves a higher $F_1$-score than others. Our algorithm is more specifically suited to our event data classification task.

5.2 Results Comparison of Web-Data-Extraction Algorithms

The crawler of Event.Locky is developed in a Java library jSoup [37]. It is used to download webpages from the Internet as HTML documents. The downloaded webpages are sent to our web-data-record-extraction algorithm.

The web-data-record extraction algorithm is a module in the Event.Locky system. The evaluation of the web-data-record extraction algorithm should aim to be independent of other modules and based on final event records extraction results. All other modules being equal, we evaluate the web-data-record extraction by comparing each event records extraction result on each web-data-record extraction algorithm. Therefore, from results comparison of event-record-classification algorithms in Section 5.1, we choose the most suitable one, our algorithm, to be a combination with each web-data extraction algorithm. Then, we evaluate the final event extraction result on each web-data-record extraction algorithm. In this experiment, we compare VIPS, DEPTA and our web-data-record extraction algorithm. For quantitative evaluation of ‘backtracking’, we divide our algorithm into two experiments: the algorithm without backtracking and another algorithm with backtracking.

As shown in Table 3, we can see our algorithm got the similar $F_1$-score from DEPTA without the backtracking process. Without backtracking, our algorithm achieves the same level of DEPTA. The pruning processing and partial tree matching before backtracking provide the formatted data structure for backtracking. The backtracking processing improves the recall by 2.04% and the $F_1$ score by 1.6% from DEPTA. Analyzing the reason of a higher $F_1$-score depends on the independent event-record extraction by backtracking processing. For example, on the webpage ‘komeda [38]’, when the list on the right side is extracted by partial tree matching, a larger banner on the left side can be extracted by backtracking.

We compare with with the experiment of the event-record-classification algorithm, and analyze the reason the reason why the precision is higher than the event record classification experiment but the recall is lower than it. Because the density of event record in top-pages is much greater than that in sub-pages, it has a higher hit ratio. In summary, this experiment verified the combination method we proposed is more suitable to an event data extraction task.

5.3 Demonstration Experiment

We developed an application of Event.Locky to validate its feasibility. Our aim is to publish event data for mobile users at anytime and anyplace throughout Japan. Figure 8 shows the system flow. The application on mobile devices sends device location information, which is obtained with the built-in GPS sensor or indicated by the user to the server (step 1). Then the server searches nearby organizations’ information including their coor-
dinates, addresses, website URLs, and the type from the search engine Google Places [39] (step 2). Next, the server requests these websites and downloads their webpages by using an inner crawler (steps 3 and 4). Because there may be multiple search results, the crawler is designed to be a multi-threading program that can download webpages from all the organizations simultaneously. After that, our event-record-extraction algorithm works on the web documents (step 5). Finally, the server sends the event records to the user client and displays these records on the mobile device (step 6). It is worth mentioning that except implementing texts of event records extraction, we also implemented the extractions of times, images, and hyperlinks from event records.

The server of Event.Locky is deployed at a public data center with two Intel Xeon E3 CPUs and 2 GB memory. The programs were written in Java and run in Apache Tomcat 8 with Open-JDK 8.0. The maximum network throughput is 100 Mbps. The client runs on the iPhone 6 plus with 54-Mbps Wifi network. The communication between the server and the client passes through the Internet.

Figure 9 shows the client application main interfaces of Event.Locky. We categorized event data according to the type of organization into four main categories – Exhibition (museums, parks, galleries etc.), Gourmet (restaurants, cafes, bars etc.), Shopping (malls, stores, markets etc.) and Amusement (bowling alleys, cinemas, clubs etc.). We began by testing the processing time of Event.Locky at train stations of ten cities in Japan. At each area event data is extracted in the four categories (Exhibition, Gourmet, Shopping and Amusement) and the processing time is counted.

The retrieval processing times [s] are shown in Fig. 10 in seconds. The average retrieval time was 2.1 s for Exhibition, 1.84 s for Gourmet, 2.44 s for Shopping and 4.61 s for Amusement for each organization. We argue that these are acceptable results for users. The geographical distance does not evidently impact retrieval time. The bottleneck is on the crawler when analyzing the delay in the retrieval time. Some organizations were unable to provide normal services due to the fact that their websites were not updated, which lead to crawler timeout. By upgrading the bandwidth and network performance, this problem can be properly solved. Nonetheless, our event-data-extraction algorithm has a sufficient capacity to support high-speed online retrieval.

5.4 Limitations

We focused on event-data extraction by using web mining techniques. The main methods of information extraction are based on text classification. We also found that some event information on webpages is presented as multimedia data (such as event images and animation of event advertisement). In this case, a limitation of the text method is that multimedia event data cannot be extracted. Combining image processing and deep learning with web mining may be promising to address this limitation. Our algorithm may provide mass training data about images and the related text in records. It properly supports image capture approaches, which automatically generate the description text from images.

Another limitation is regarding language. Tourist who have no knowledge of the area find it difficult to obtain event data. For instance, as the 2020 Tokyo Olympic Games approach, the foreign tourists will increase. However, due to the fact that most web-
pages in Japanese are in Japanese, the event data will not directly benefit foreign tourists. We need to solve this language problem by adopting machine translation techniques.

6. Conclusion

We proposed a feasible online event data extraction system called Event.Locky, which extracts event data from organization webpages and displays event records on mobile devices as spatial-temporal data. Event.Locky makes it possible to collect and reuse event data from organizations’ webpages in a geographical area.

We obtained three key experiments to evaluate the feasibility of Event.Locky. First, for converting semi-structured web documents into processable structured data, we implemented our web-data-record extraction algorithm. Through an experiment involving webpages of 96 shops at Nagoya station, our event-classification algorithm achieved an F1 score of 91.61%, an increase of 3.07% from current event-classification algorithms. The combinations of our event-classification algorithm and our data-record-extraction algorithm achieved the F1 score 83.96% to extract event records from webpages. That increased 1.6% from the current algorithm. Finally, we discuss the feasibility of Event.Locky in an actual online environment through the implementation of a demonstration application.

For future work, we will investigate multimedia event-data extraction from webpages and attempt to combine image processing techniques (such as deep learning and optical character recognition) with web mining. We will also implement event-image extraction. For non-Japanese speakers, we will investigate machine translation techniques that will help them obtain valuable event data.
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