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Abstract: This paper studies the feasibility of privacy-preserving data mining in epidemiological study. As for the data-mining algorithm, we focus on a linear multiple regression that can be used to identify the most significant factors among many possible variables, such as the history of many diseases. We try to identify the linear model to quantify the most significant cause of death from distributed dataset related to the patient and the disease information. In this paper, we have conducted an experiment using a real medical dataset related to a stroke and attempt to apply multiple regression with six predictors of age, sex, the medical scales, e.g., Japan Coma Scale, and the modified Rankin Scale. Our contributions of this paper include (1) to propose a practical privacy-preserving protocol for linear multiple regression with vertically partitioned datasets, (2) to show the feasibility of the proposed system using the real medical dataset distributed into two parties, the hospital who knows the technical details of diseases while patients are in the hospital, and the local government who knows the resident even after the patient has left hospital, (3) to show the accuracy and the performance of the PPDM system which allows us to estimate the expected processing time when an arbitrary number of predictors are used and (4) to study the complexity of the extended models of vertically partition.
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1. Introduction

In a recent IT development, many kinds of electrical data are available. A smartphone keeps recording the location of its owner and a mobile device monitors our health conditions such as how many steps we walk per hour and how often we move in sleeping. These vital records allow performing epidemiological analysis easier. In hospital, every data related to patients are observed and collected to a central database for medical research. For instance, DPC dataset, which stands for Disease, Procedure and Combination, covers medical records for more than 7 million patients in more than 1,000 hospitals [1].

A privacy concern often prevents data sharing among institutes. Hospitals and medical centers have their own privacy policy that prohibits sharing data without concentration of individuals. Data protection regulation does not allow any organizations to disclose personal data in a way that any subject is identifiable. Anonymization of personal data helps mitigate the risk of identification and encourages data sharing among institutes [2]. However, there is no completely risk free anonymization method. There are data-mining and similar techniques to turn the anonymized data back into personal data.

Cryptography helps to preserve the privacy of personal data. The study, known as Privacy-Preserving Data Mining (PPDM), aims to perform a data mining algorithm with preserving confidentiality of datasets [3], [4], [6], [7], [8], [9]. Using some public-key encryption algorithms with some useful property for data mining, arbitrary algorithm is able to be performed. Tables consisting of medical records are either vertically or horizontally partitioned into partial tables owned by independent institutes, such as the hospital and the medical center. The issue of PPDM using public-key encryption is the large computational overhead in encryption. Many applications in big-data require a large scale dataset that is too large to be performed over ciphertexts.

In this paper, we study the protocol of privacy-preserving data mining in an epidemiological study. As for the data-mining algorithm, we focus a linear multiple regression because it allows to clarify what is the most significant factor related to the target death. There are some protocols for privacy-preserving linear regression from academic interests. However, there is no real application using the PPDM protocol in practical use. Hence, we aim to apply the proposed protocol to a real large scale medical dataset with more than 5,000 patients. This must be the first example used for PPDM to the real dataset of history of diseases.

Our contributions of this paper include (1) to propose a prac-
tical privacy-preserving protocol for linear multiple regression with vertically partitioned datasets, and (2) to show the feasibility of the proposed system using a real medical dataset distributed into two parties, the hospital who knows the technical details of diseases while the patients are in the hospital, and the local government who knows the residence even after the patients left hospital, (3) to show the accuracy and the performance of the PPDM system which allows us to estimate the expected processing time with an arbitrary number of predictors, and (4) to study the scalability of the extended models of horizontally and vertically partitions where more than two parties are involved to perform analysis.

2. DPC

2.1 DPC Datasets

The DPC dataset, Disease, Procedure and Combination, covers medical records for more than 7 million patients in more than 1,000 hospitals [1]. The 2016 DPC dataset consists of 2,553,283 records including 78,282 records of medical procedures related to a stroke.

With the international standard of disease, DPC data contains the followings; the hospital codes, the disease code, sex, age, ZIP code, the duration in hospital, the operation, the height, the weight, the degree of cancers, etc. The DPC dataset is used to study on hospital management and to provide useful statistics in hospitals. Some of the statistical data is available online and used as open data for many purposes.

2.2 Dataset 1 – Cardiac Disease

Tables 1 and 2 are the statistics of DPC datasets to be used in the later section.

The dataset 1 Cardiac Disease contains the records related to cardiac diseases, e.g., arrest, failure and the infarction, which were synthesized from the real DPC data with fundamental statistics. The dataset is intended to be studied from a hospital management viewpoint, i.e., the estimated expense in hospital in terms of patient attributes.

2.3 Dataset 2 – Stroke

Dataset 2 Stroke is a dataset related to patients who suffer from a stroke. As for significant predictors, we picked up seven variables chosen from a variety of patient information such as past history, condition of diseases. Table 2 shows the statistic of six predictor variables $x_1, \ldots, x_6$. Variable Japan Coma Scale gives the conscious initial state of a patient, with four scores of criteria of unconsciousness (higher is deeper). Variable modified Rankin Scale is a degree of disability or dependency in the daily activities of patients who have suffered a stroke. The scale runs from 0 – 6, meaning 0 – no symptoms, 1 – no significant disability, 2 – slight, 3 – moderate, 4 – moderate severe, 5 – severe disability, requiring constant nursing care. We drop scale 6 because it means that a target was dead. Variable Stroke Type provides the type of stroke, classified into three types: cerebral infraction, intracerebral hemorrhage, and subarachnoid hemorrhage.

2.4 Effect of Predictors to Death

There are several candidates of variable to predict that a target is dead, which is a target variable $y$. To make the significance visible, we plot the status of death in terms of predictors Japan Coma Scale (jcs) and modified Rankin Scale (mRS) in Figs. 1 and 2, respectively. Since both $x$ and $y$ are the discrete values, we add small noise of normal random numbers (mean 0 and standard
deviation 0.05 (0.03) to \( x \) (jcs \( y \)), and mean 0 and standard deviation 0.01 (0.02) to \( x \) (mRS \( y \)) in plotting. At a glance, both predictors have positive effect to the target variable (death), that is, a patient is likely to be dead as either jcs or mRS is higher. Our purpose is to quantify the degree of significant of predictor using secure multiple regression.

2.5 Distributed Datasets

The history of diseases is classified as one of the most sensitive attributes in personal data. Hospitals should take the greatest considerations of security of the dataset as much as possible. However, in order to reduce a risk to be compromised, the personal identity must be detached from the history dataset and some dataset should be distributed into several institutes.

Hence, we propose a vertically distributed datasets model in which multiple datasets are stored by multiple institutes with common identity which must be maintained by some other identity authority. Even if one of the stores was compromised, the security of the whole dataset is preserved in the model.

In our study, we assume the following two institutes owning datasets associated with common identities.

- **Local government**
  is an authority that maintains residence data including name, address, household information, marriage status, and whether dead or alive. It also aims to help resident in living healthily but sometime does not allow to have access to the history of diseases stored in some hospitals. In Tables 1 and 2, it knows target variable \( y \) (death) and one predictor \( x \) (age).

- **Hospital**
  has all history of diseases and the corresponding procedures, operations, and medicine taken. It also knows the detailed status of patients while the patients are in the hospital but does not allow to be trucked after they have left the hospital. Hence, in our model in Tables 1 and 2, they have all variables \( x_2, \ldots, x_6 \) except the target one \( y \) (death).

3. **Building Blocks**

3.1 Secure Scalar Product Protocol [10]

The scalar product of two vectors is performed in a secure manner using an additive homomorphic public key algorithm as shown in Algorithm 1. In this protocol, two parties who own the private \( X_A \) and \( X_B \) collaborate to obtain the size of the intersection \([X_A \cap X_B]\) without revealing \( X \). The results are shared by the parties using the random numbers \( s_A \) and \( s_B \) such that \( s_A + s_B = |X_A \cap X_B|\).

### Algorithm 1 Secure Scalar Product

**Input:** Alice has the \( n \)-dimensional vector \( x = (x_1, \ldots, x_n) \). Bob has the \( n \)-dimensional vector \( y = (y_1, \ldots, y_n) \).

**Output:** Alice has \( x_A \) and Bob has \( x_B \) such that \( x_A + x_B = x \cdot y \).

1. Alice generates a homomorphic public key pair and sends the public key to Bob.
2. Alice sends Bob \( n \) ciphertexts \( E(x_1), \ldots, E(x_n) \).
3. Bob chooses \( s_B \) at random and computes
   \[
   c = E(x_1)^{s_B} \cdots E(x_n)^{s_B}/E(y),
   \]
   and sends \( c \) to Alice.
4. Alice decrypts \( c \) to obtain \( s_A = D(c) = x_A y_1 + \cdots + x_A y_n = s_B \).

3.2 Linear Regression

Given \( n \) tuples of \( m \) input values \( x_{i,1}, x_{i,2}, \ldots, x_{i,m} \) and output value \( y_i \) for \( i = 1, \ldots, n \), a linear regression determines a linear model \( f(X) \) of the form

\[
y = f(X) = \alpha + \beta_1 x_1 + \cdots + \beta_m x_m.
\]

By differentiating the sum of squared differences between \( f(x) \) and \( y \), and making it to be zero, we have the following \((m + 1)\) simultaneous equations

\[
\frac{\partial}{\partial \alpha} \sum_i (y_i - f(x_i))^2 = 0
\]
\[
\frac{\partial}{\partial \beta_1} \sum_i (y_i - f(x_i))^2 = 0
\]
\[
\vdots
\]
To have \( \beta_1, \ldots, \beta_m \), we solve \( X \) such that

\[
AX = B
\]

where

\[
A = \begin{bmatrix}
\sum x_{i,1}^2 & \sum x_{i,1} x_{i,2} & \cdots & \sum x_{i,1} \\
\sum x_{i,1} x_{i,2} & \sum x_{i,2}^2 & \cdots & \sum x_{i,2} \\
\vdots & \vdots & \ddots & \vdots \\
\sum x_{i,1} & \sum x_{i,2} & \cdots & \sum 1
\end{bmatrix}
\]
\[
X = \begin{bmatrix}
\beta_1 \\
\vdots \\
\beta_m \\
\alpha
\end{bmatrix}, \quad
B = \begin{bmatrix}
\sum x_{i,1} y_i \\
\vdots \\
\sum x_{i,m} y_i \\
\sum y_i
\end{bmatrix}
\]

By taking the inverse matrix of \( A \) from the left side, we have \( X \).

Hypothesis testing can be made by verifying whether a test statistic defined as \( Z = \beta_i/S.E.(\hat{\beta}_i) \) follows a normal distribution \( N(0, 1) \).

3.3 Paillier Cryptosystem

Additively homomorphic public-key schemes – Paillier [13] or the modified ElGamal cryptosystems are both widely used. Both allow for key generation and decryption to be distributed among partially trusted authorities sharing private key. A cryptosystem \( E \) is said to satisfy the additively homomorphic property if: taking messages \( M_1 \) and \( M_2 \),

\[
D(E[M_1] \oplus E[M_2]) = M_1 + M_2,
\]

\[
D(E[M_1]^m) = M_1 M_2,
\]
where \( \oplus \) is a binary operator over ciphertext space and is a multiplication in \( \mathbb{Z}_n^* \) for Paillier cryptosystem. For indistinguishably,
we write the property as above using decryption $D$ rather than writing $E[M_1] @ E[M_2] = E[M_1 + M_2]$

The Paillier cryptosystem consists of three stages: key generation, encryption, and decryption.

- **Key generation:** Let $n$ be $pq$, a product of two large prime numbers $p$ and $q$, and $g \in \mathbb{Z}_n^*$ be a generator whose order divides $n$. Compute $\lambda = \text{LCM}(p-1, q-1)$ and $\mu = (L(q^\mu \mod n^2))^{-1} \mod n$, where $L$ is defined by $L(u) = (u-1)/n$. The public key is $(n, g)$ and the private key is $(\lambda, \mu)$.

- **Encryption:** A ciphertext $c$ of $M$ is defined with randomly chosen $r \in \mathbb{Z}_n^*$ as:

$$c = E(M) = g^M r^\mu \mod n^2.$$  

- **Decryption:** Given ciphertext $c$, plaintext $M$ is computed as $M = L(c^\lambda \mod n^2) \cdot \mu$.

### 4. Proposed Scheme

The purpose of our proposal is to allow parties $A$ and $B$ owning private datasets to perform secure linear regression without revealing their datasets. In a *simple linear regression* model, a single response measurement $Y$ is related to a single predictor $X$ such that

$$E(Y|X) = \alpha + \beta X \tag{3}$$

where $\alpha$ is called the intercept and $\beta$ is called coefficient. A party $A$ has $X$ and $B$ has $Y$, but doesn’t know what the other party has, and vice versa.

In most cases, more than one predictor variable will be available. This leads to the *two-variable regression* model of the form

$$y = \alpha + \beta_1 x_1 + \beta_2 x_2 \tag{4}$$

More generally, with more than two predictors, we have a *multiple (linear) regression* model as

$$y = \alpha + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_m x_m \tag{5}$$

where $m$ is a number of predictors.

#### 4.1 Threats

Our players are assumed as honest-but-curious in which they follow the protocol as defined (honest) but would try to reveal any information from any intermediate data (curious). Since our model involves two parties, the honest-but-curious assumption is reasonable.

We should consider if the intermediate data could reveal any private information to the others.

#### 4.2 Simple Linear Regression

In order to estimate $\beta$, we take a least square approach, i.e., minimizing $S = \sum_{i=1}^{n} (y_i - \alpha - \beta x_i)^2$ over all possible values of coefficients. By differentiating it, we have the simultaneous equations

$$\frac{\partial S}{\partial \alpha} = -2 \sum_{i=1}^{n} (y_i - \alpha - \beta x_i) = 0 \quad \frac{\partial S}{\partial \beta} = -2 \sum_{i=1}^{n} x_i (y_i - \alpha - \beta x_i) = 0$$

which leads to estimate coefficient

$$\beta = \frac{n \sum_{i=0}^{n} x_i y_i - \sum_{i=0}^{n} x_i \sum_{i=0}^{n} y_i}{n \sum_{i=0}^{n} x_i^2 - \sum_{i=0}^{n} x_i^2} = \frac{D}{C} \tag{6}$$

and intercept

$$\alpha = \frac{\sum_{i=0}^{n} x_i y_i - \sum_{i=0}^{n} x_i \sum_{i=0}^{n} y_i}{n \sum_{i=0}^{n} x_i^2 - \sum_{i=0}^{n} x_i^2} = \frac{E}{C}. \tag{7}$$

By employing the secure scalar product protocol in Algorithm 1, two parties can compute the numerator and the denominator without revealing $x_i$ and $y_i$ at all. However, the division of additive homomorphic ciphertexts is feasible only when the numerator is a multiple of the denominator. It is hard to assume. Instead, we allow them to decrypt the ciphertexts of the numerator and the denominator and then divide in plaintext to obtain the coefficient.

Table 3 summarizes the primary tasks and the information owned by two parties. We show Algorithm 2 for the simple regression.

#### 4.3 Two-variable Linear Regression

Before we generalize multiple regression, we study the two-variable regression of the form $y = \alpha + \beta_1 x_1 + \beta_2 x_2$. Similar to the simple regression, we minimize $S = \sum_{i=1}^{n} (y_i - \alpha - \beta_1 x_{1i} - \beta_2 x_{2i})^2$ by solving the simultaneous equations

$$\frac{\partial S}{\partial \beta_1} = -2 \sum_{i=1}^{n} x_{1i} (y_i - \alpha - \beta_1 x_{1i} - \beta_2 x_{2i}) = 0 \quad \frac{\partial S}{\partial \beta_2} = -2 \sum_{i=1}^{n} x_{2i} (y_i - \alpha - \beta_1 x_{1i} - \beta_2 x_{2i}) = 0$$

with the estimated coefficients

$$\beta_1 = \frac{\sum_{i=1}^{n} x_{1i} y_i \sum_{i=1}^{n} x_{2i} - \sum_{i=1}^{n} y_{1i} \sum_{i=1}^{n} x_{1i} x_{2i}}{\sum_{i=1}^{n} x_{1i}^2 \sum_{i=1}^{n} x_{2i}^2 - \sum_{i=1}^{n} x_{1i} x_{2i}^2} = \frac{D_2}{C_2} \quad \beta_2 = \frac{\sum_{i=1}^{n} x_{2i} y_i \sum_{i=1}^{n} x_{1i} - \sum_{i=1}^{n} y_{2i} \sum_{i=1}^{n} x_{1i} x_{2i}}{\sum_{i=1}^{n} x_{1i}^2 \sum_{i=1}^{n} x_{2i}^2 - \sum_{i=1}^{n} x_{1i} x_{2i}^2} = \frac{E_2}{C_2}$$

$$\alpha = \frac{n \sum_{i=1}^{n} y_i - \beta_1 \sum_{i=1}^{n} x_{1i} - \beta_2 \sum_{i=1}^{n} x_{2i}}{n}.$$  

The whole steps are given in Algorithm 3.
Algorithm 3 scLinear (two-variable regression)

1. same to Algorithm 2
2. B
   Using $x_1$, $x_2$, $Enc(y_1)$, $\ldots$, $Enc(y_n)$, computes $\sum x_i$, $\sum x_i^2$
   $Enc(C_2) = Enc(\sum x_i^2 \cdot x_i - \sum x_i x_2^2)$,
   $Enc(D_2) = (\prod Enc(y_i^{\alpha}) \cdot Enc(x_2^{\beta_2}))^{-1}$
   $Enc(E_2) = (\prod Enc(y_i^{m})^{\alpha_m^{\cdot}})^{-1}$
3. B $\rightarrow$ A
   sends $Enc(C_2)$, $Enc(D_2)$, $Enc(E_2)$
4. A
   decrypts and have $C_2, D_2, E_2$
   obtains $\beta_1, \beta_2, \alpha$
   solves $FX = G$ to obtain $X$.

Algorithm 4 scLinear (multiple regression)

1. same to Algorithm 2
2. B
   computes matrix $F$,
   $Enc(G) = \begin{bmatrix} \prod Enc(y_1^{\alpha}) \\ \vdots \\ \prod Enc(y_n^{\alpha}) \end{bmatrix}$
3. B $\rightarrow$ A
   sends $F$ and $Enc(G)$.
4. A
   decrypts $Enc(G)$ and gets $G$
   solves $F \cdot X = G$ to obtain $X$.

4.4 Multiple Regression

In multiple regression model of the form $y = \alpha + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_m x_m$, by solving $m + 1$ simultaneous equations,

$$\begin{align*}
\frac{\partial S}{\partial \alpha} &= -2 \sum_i (y_i - \alpha - \beta_1 x_{1i} - \cdots - \beta_m x_{mi}) = 0 \\
\frac{\partial S}{\partial \beta_1} &= -2 \sum_i x_{1i} (y_i - \alpha - \beta_1 x_{1i} - \cdots - \beta_m x_{mi}) = 0 \\
\vdots & \vdots \\
\frac{\partial S}{\partial \beta_m} &= -2 \sum_i x_{mi} (y_i - \alpha - \beta_1 x_{1i} - \cdots - \beta_m x_{mi}) = 0 \\
\frac{\partial S}{\partial \beta_m} &= -2 \sum_i x_{mi} (y_i - \alpha - \beta_1 x_{1i} - \cdots - \beta_m x_{mi}) = 0
\end{align*}$$

which can be represented by matrix-vector product

$$FX = G$$

where

$$F = \begin{bmatrix}
\sum x_{1i}^2 & \sum x_{1i} x_{2i} & \cdots & \sum x_{1i} \\
\sum x_{1i} x_{2i} & \sum x_{2i}^2 & \cdots & \sum x_{2i} \\
\vdots & \vdots & \ddots & \vdots \\
\sum x_{mi} & \sum x_{mi} x_{mi} & \cdots & 1
\end{bmatrix},$$

$$X = \begin{bmatrix}
\beta_1 \\
\vdots \\
\beta_m \\
\alpha
\end{bmatrix},
G = \begin{bmatrix}
\sum x_{1i} y_i \\
\vdots \\
\sum x_{mi} y_i
\end{bmatrix}.$$ 

By multiplying the inverse of $F$, we estimate coefficients $\beta$ in plain text.

4.5 Security Evaluation

We show the comparison of three proposed regression schemes in Table 4 in terms of the bandwidth consumption and the degree of security.

<table>
<thead>
<tr>
<th></th>
<th>(3) simple</th>
<th>(4) two-variable</th>
<th>(5) multiple ($m = 2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y = a + bx$</td>
<td>$y = a + \beta_1 x_1 + \beta_2 x_2$</td>
<td>$y = a + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_m x_m$</td>
<td></td>
</tr>
<tr>
<td>data sent from B to A</td>
<td>$C_2, D_2, E_2$</td>
<td>$\frac{F_2}{\sum x_{1i}} \frac{F_2}{\sum x_{2i}}$</td>
<td>$\frac{F_2}{\sum x_{1i}} \frac{F_2}{\sum x_{2i}}$</td>
</tr>
<tr>
<td>total number of ciphertexts</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

Algorithms 2 (two-variable) and 3 (multiple regressions) looks similar but the former improves the degree of privacy in terms of private information leaked to the other party. This is why the Algorithm 2 needs more ciphertexts to be sent to the other party.

In Algorithm 2, we minimize the information to be revealed to the other party. To make the difference clear, let us consider the simple case of $m = 2$. Algorithm 3 reveals all elements of the matrix

$$F_2 = \begin{bmatrix}
\sum x_{1i}^2 & \sum x_{1i} x_{2i} & \sum x_{1i} \\
\sum x_{1i} x_{2i} & \sum x_{2i}^2 & \sum x_{2i} \\
\sum x_{mi} & \sum x_{mi} x_{mi} & 1
\end{bmatrix},$$

$$G_2 = \begin{bmatrix}
\sum x_{1i} y_i \\
\sum x_{2i} y_i \\
\sum y_i
\end{bmatrix}.$$ 

By eliminating the duplications and $\sum y_i$, $\sum 1$ that can be computed without help of $B$, there are a total of seven statistical values available to the other party. On the other hand, Algorithm 2 needs to send only five date $C_2, D_2, E_2, \sum x_{1i}, \sum x_{2i}$ in encrypted way. Therefore, Algorithm 2 is more secure than Algorithm 3 in terms of quantity of information leaked in executing the protocol.

When the size of dataset is limited, there is concern that the intermediate data such as $C$ and $F$ may reveal partial information of the other party. The revealed confidential information decreases as either size $n$ and dimension $m$ of dataset increases.

In Ref. [17], Shirakawa et al. studies the risk from the intermediate data of linear regression from statistical disclosure control (SDC) perspective. They show that standard deviation (variance), skewness and kurtosis confirm that cells with frequency of 10 or higher are unsafe based on synthetic data.

5. Experiment

5.1 Purpose of the Experiment

We have implemented the proposed protocol and developed the privacy-preserving regression system called “scLinear”. Our system aims to clarify the following

(1) accuracy of the estimation,
(2) performance of regression.

5.2 Experimental Method

Table 5 shows the experimental environments. We use a proprietary protocol for exchange data between parties.

5.2.1 Experiment 1 (performance)

We measure the processing time of the proposed simple and two-variable regressions for the synthesized DPC data, with $n = 100, 300, 500$ and 655. Repeating 10 times for each we have the average.

5.2.2 Experiment 2 (real medical data)

We use the scLinear to analyze the real medical DPC datasets with the number of predictors, $m = 3, 4, 5$, and 6, and the num-
ber of patients, $n = 1,000, 2,000, and 5,000$. The purpose of the experiment is to make sure if the proposed system estimates the outcome (death) given multiple predictors (medical records) and also to find the most significant predictor out of multiple variables.

Note that we use integer variables in the DPC dataset. As shown in Table 2, all variables are integer in our experiment. Our system encodes the values as plaintext and does not use any floating nor fixed point real values. After decrypting, the coefficients are represented as real values.

5.3 Results of Experiment 1
5.3.1 Accuracy

Tables 6 and 7 show the estimated coefficients in the simple regression, and the two-variable regressions, respectively.

The estimated result of the scLinear is compared with that of the computed value in R (function lrm). Table shows that the developed system estimates the coefficient with very high precision of the third decimal place. When $n = 100, 300, 500$, the estimated coefficients are exactly the same to that of R. The possible reason of the small error might be introduced by estimating $\alpha$ using the estimated $\beta$, which results in cumulating errors.

5.3.2 Performance

Figure 3 shows the processing time of the scLinear with respect to the size of the dataset, $n$. Most time spends in performing encryption for each of $n$ records. To see the internal overhead, we show the processing time spent only for Step 2 in Algorithm 2 in Fig. 4.

The average processing time per record is $1.29 \text{[ms]}$ and $16.7 \text{[ms]}$ for Algorithms 2 (simple regression) and 3 (two-variable regression), respectively. The source of the overhead of two-variable regression is of the modular exponentiation in the protocol. Table 8 shows the portfolio of the average processing time. No significant difference in encryption and decryption can be found from the table.

5.4 Result of Experiment 2
5.4.1 Accuracy

Table 9 shows the result of multiple regression with six predictors. We compare the resulting coefficients of the scLinear with that of R (non partitioned dataset) and verify that the scLinear estimate the exactly same results for any of $n = 1,000, 2,000$.

5.4.2 Performance

Figures 5 and 6 shows the processing time for multiple regression of the scLinear. The former shows the total time in terms of number of records, $n$, while the latter shows the time difference in terms of number of variables, $m$. Note that we exclude the time spent in encryption in the Fig. 6 for making the inference visible.

From the observation of the results, the total processing time is linear to $n$ and increases with square of $m$. As we will study the scalability of the proposed protocol in Section 6.2, the algorithm runs in time of $O(n^2m)$.

Above all, we have the expected time given $n$ as $t = 224.576n + 9,023.692 \text{[ms]}$. 

Table 5 Experimental environment.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th>Experiment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>Windows 7</td>
<td>Windows 7</td>
</tr>
<tr>
<td>memory</td>
<td>4 GB</td>
<td>11.7 GB</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel(R) Core(TM) i5-3337U</td>
<td>Intel Xeon X5460</td>
</tr>
<tr>
<td>clock</td>
<td>1.8 GHz</td>
<td>3.16 GHz</td>
</tr>
<tr>
<td>lang.</td>
<td>Java(1.8.0_21-b14)</td>
<td>Java(1.8.0_45-b15)</td>
</tr>
<tr>
<td>key length</td>
<td>2,348 [bit]</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 Experimental result (simple regression).

<table>
<thead>
<tr>
<th>$n$</th>
<th>scLinear</th>
<th>R</th>
<th>scLinear</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>655</td>
<td>5,099,358</td>
<td>5,099,358</td>
<td>5,002,521</td>
<td>5,002,521</td>
</tr>
<tr>
<td>500</td>
<td>67,751,810</td>
<td>67,751,810</td>
<td>1,021,751</td>
<td>1,021,751</td>
</tr>
<tr>
<td>300</td>
<td>72,369,082</td>
<td>72,369,082</td>
<td>322,378</td>
<td>322,378</td>
</tr>
<tr>
<td>100</td>
<td>89,508,076</td>
<td>89,508,076</td>
<td>786,790</td>
<td>786,790</td>
</tr>
</tbody>
</table>

Table 7 Experimental result (two-variable regression).

<table>
<thead>
<tr>
<th>$n$</th>
<th>scLinear</th>
<th>R</th>
<th>scLinear</th>
<th>R</th>
<th>scLinear</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>655</td>
<td>4,995,555</td>
<td>4,995,555</td>
<td>41,304</td>
<td>3,042,752</td>
<td>3,042,752</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>998,417</td>
<td>998,417</td>
<td>245,843</td>
<td>54,332,010</td>
<td>54,332,010</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>302,882</td>
<td>302,882</td>
<td>128,136</td>
<td>65,339,083</td>
<td>65,339,084</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>4,730,629</td>
<td>4,730,629</td>
<td>273,939</td>
<td>1,744,523</td>
<td>1,744,523</td>
<td></td>
</tr>
</tbody>
</table>
We have some remarks on the result of multiple regression in Table 9.

The table shows that variables age, Japan Coma Scale, modified Rankin Scale and Stroke Type are statistically significant with confidence level more than 95% (indicated with **). The most significant predictor is Japan Coma Scale with probability less than 2^{-16}. Its coefficient is 0.128 that can be seen as the slope of the linear function of x_4 (mRS) in Fig. 1, which is higher than that of function of x_2 (jcs) in Fig. 1, which is higher than that of Sex.

Note the negative coefficient of Sex, −0.02. Assigned 1 and 2 as male and female, respectively, the coefficient of predictor x_2 implies that the risk of women to be dead is slightly smaller than that of men.

We also note that the variable x_6 (Liver Disease) does not have the significant confidence. It makes sense because the patients used to be examined in the experiment are restricted within who suffered from stroke. The history if the patient had liver disease has nothing to do with the risk of death by stroke.

6. Scalability of Privacy-Preserving Analysis

6.1 Two Styles of Partition

In this section, we extend our study from the viewpoint of scalability with more than two parties. In privacy preservation, we distribute the whole dataset S of n records in either of the following partitions.

(1) (Horizontal Partition) A set of n-records (row) is partitioned into N disjoint subset such that S = S_1 ∪ ⋯ ∪ S_N, which are distributed N parties (hospitals). Let n_i be the number of records in subset S_i.

(2) (Vertical Partition) A set of input variables (column) is partitioned into M disjoint subsets X_1, ⋯ , X_M such that X_1 ∪ ⋯ ∪ X_M = {x_1, ⋯ , x_m}. Let m_i be the number of variables in X_i.

Both partitions have models in epidemiological study.

The horizontal partition is a model of heterogeneous institutes and hospitals. Multiple parties maintaining distinct quantities for common set of patients. For instance, a medical center that keeps a medical examination collaborates with a governmental cancer registry in order for a model of risk of cancer.

In horizontally partitioned privacy-preserving linear regres-
Algorithm 5 Vertically Partitioned Linear Regression

Input: $M$ parties own records for $n$ patents. A set of variables $\{x_1, \ldots, x_n\}$ and $y$ is partitioned and distributed into $M$ parties with subset of variables $A_1, \ldots, A_M$.

1. $\ell$-th party (institute) ($\ell = 1, \ldots, M$), independent, computes the sum of variable $j \in A_\ell$ in $U$, $\sum_{i \in U} x_{i,j}$, and the sum of products of two different variables $i \neq k \in A_\ell$, $\sum_{i \in U} x_{i,j}, x_{i,k}$. The $\ell$-th party publishes the two sums.

2. For each pair of two institutes $\ell_1 \neq \ell_2 \in \{1, \ldots, M\}$, jointly computes the scalar products of $n$-dimension vectors $x_{j} = (x_{1,j}, \ldots, x_{n,j})$ and $x_{k} = (x_{1,k}, \ldots, x_{n,k})$ for all pairs of variable $j \in A_{\ell_1}, k \in A_{\ell_2}$ and publishes the results $x_{j} \cdot x_{k}$.

3. Arbitrary party computes coefficients $\alpha, \beta_1, \ldots, \beta_m$ according to Eq. (2).

6.2 Complexity

6.2.1 Horizontal Partition

The largest overhead happens at public-key encryption at the Step (1). Given $m$ variables, the number of ciphertexts necessary to perform the protocol is

$$\frac{m^2}{2} + \frac{3}{2}m + 1 = O(m^2).$$

Note that it does not depends on $n$, the number of records in the table and the fact implies that the horizontal protocol scales well in terms of number of patients in the epidemic applications. Also note the Step (1) can be performed in parallel even if $N$ parties are involved. The multiple ciphertexts are generated independently. Hence, the total processing time is as same as that of a single party. Therefore, the scalability of the step is achieved with $n$ and $N$.

The Step (2) requires a multiplication of $N$ ciphertexts, some decryptions for each variable and pair of variables. The cost of multiplication is negligible in comparison to modular exponentiations. The number of decryptions is $m$ for variables plus $\binom{m}{2} = (m^2 - m)/2$ for pairs of two variables.

6.2.2 Vertical Partition

At Step (2), it requires $n$-dimension scalar products, which is the bottleneck in the vertical partition protocol. The number of ciphertexts depends on the size of dataset, $n$. In addition, the scalar products need to be performed as many as $m_1 \times m_2$ times where $m_1$ and $m_2$ are numbers of variables owned by two parties. Moreover, if set of parties are divided into $M$ groups, the above processing happen for every pair of two out of $M$. Consequently, the total number of ciphertexts (computations) is

$$n(m^2 + m)\frac{M(M - 1)}{2} = O(nm^2 M^2).$$
phic encryption. Their protocol provides only the final result of the linear regression and hide the intermediate values. With Current Population Survey with 51,016 cases and 22 variables, they demonstrate how practical their proposed protocol is. However, their protocol needs multiple-round interaction over institutes to get convergence.

Karr et al. [9] proposed a secure regression based on the similarity on secure matrix product. Hall claims that the protocol compromises with respect to privacy.

Nikolaenko et al. [15] studies a privacy-preserving linear regression of horizontally-partitioned data. Their solution combines an additive homomorphic encryption with the garbled circuit. Their setting introduces two semi-trusted third parties, Crypto Service Provider (CSP) and Evaluator and construction does not reveal any private data into the third parties.

Gascon et al. proposed the version of vertically-partitioned dataset in Ref. [14]. They also used homomorphic encryption and the gabled circuit. They proposed a new Conjugate Gradient Descent (CDG) algorithm that scales well and works with privacy-preserving building schemes.

Aono et al. [16] proposed a privacy-preserving protocol for linear regression that satisfies input and output privacy. They combined the LWE-based homomorphic public key encryption with differential privacy. They implemented their proposed scheme and reported with open data of $10^4$ records of 100 Kbytes.

Table 11 summaries the comparison with some existing schemes. The most schemes assumes trusted party and allow multiple parties, while our scheme assumes two party in order to simplify the transaction. Our scheme shows the experimental result with real medical data.

7. Conclusions

We have proposed some secure protocol for some independent institutes to collaborate to perform multiple linear regression to show the significant variables to predict a given target variable. Our experiment used the real medical data records of $n = 5,000$ patients and revealed that the Japan Coma Scale (unconsciousness state) was the most significant predictor for death by stroke and the modified Rakin Scale (degree of disability) followed. Our developed system running on the consumer PC specification allows hospitals to perform multiple regression with arbitrary number of variables without revealing any confidential history of diseases to the other party such as a local government who maintains personal database of the residences.

Based on the experimental data, we estimate the processing time for $n = 100,000,000$ patients is 2.6 days. The large overhead comes from the performing public homomorphic encryption. By replacing it with latest technologies such as lattice encryption, we expect that the proposed multiple regression protocol is feasible to do arbitrary epidemiologically analysis over distributed datasets connected in secure network.

We have studied the scalability of privacy-preserving linear regression protocols in horizontal and vertical partitions and showed that the horizontal partition protocol scales well in terms of size of databases but the vertical partition suffers the complexity in terms of numbers of variables and records.
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Table 11 Comparison with related works.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>security</td>
<td>horizontal</td>
<td>virtual</td>
<td>virtual</td>
<td>virtual</td>
</tr>
<tr>
<td></td>
<td>multi-party w. CSP</td>
<td>Paillier enc. + garbled circuit</td>
<td>LWE-based enc.</td>
<td>Paillier enc.</td>
</tr>
<tr>
<td></td>
<td>semi-honest servers</td>
<td>semi-honest servers</td>
<td>semi-honest servers</td>
<td>two-party</td>
</tr>
<tr>
<td>dataset</td>
<td>UCI DS. (foretisFires)</td>
<td>UCI DS. (9 datasets)</td>
<td>UCI DS.</td>
<td>real DPC data</td>
</tr>
</tbody>
</table>
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