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Abstract: A method for assessing performance of a cloud-based remote data-protection system is proposed. This method makes it possible to determine whether the system performance achieves recovery point objective (RPO) or not. It is also necessary to resize the data-protection system for satisfying required performance with smaller expenses. Therefore, we established a formula for simulating system performance. Based on the results of the simulation, we show it is possible to determine an appropriate system size that achieves RPO as well as minimizes the amount of system resources. It is experimentally demonstrated that there are no gap between the experimentally measured and simulated recovery points at peak of system workload. So we concluded that the proposed simulation is accurate enough. Also, it is estimated that 89% of system resource expenses could be reduced in comparison to the situation in which data-protection system is designed to fit a peak workload.
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1. Introduction

1.1 Significance of data protection

Today, enterprise IT systems are an essential foundation for business operations. They generate large amounts of data that has been increasing steadily [1], [2]. And many attempts to discover new value from the analytics of big data, such as digital maps, images, and enterprise-business records, have been made [3], [4], [5]. In other words, the data itself is recognized as a valuable asset [6], [7]. As a result of this trend, data loss causes enormous damage to enterprises from the viewpoint of not only loss of business opportunities but also losing customers’ trust and social credibility [8]. Accordingly, data protection is one of the most-important tasks concerning enterprise IT operations, and various solutions have been deployed [9].

A variety of data-protection methods are available, and which one to use depends on the importance of the IT system implemented. To protect important data, not only local data backup or duplication [10] but also countermeasures against site-scale damage (such as terrorist attacks and natural disasters) are required. Disaster recovery has been deployed to confront these threats. It replicates data to sites that are geographically separated and implemented with an alternative IT system. Even in case of a disaster, the system keeps running at the alternative site [11], [12], [13].

1.2 Requirements for data-protection system

To design a data-protection system a variety of requirements must be satisfied. First, enterprise companies have to define their requirements in advance of system implementation. The requirements may concern performance, cost, distance from the local site to the remote site, a specified country in which to store the backup data, a service provider to manage the data, and so on. They must be defined according to the kind of business operations and the importance level of the data [14], [15], [16].

Among these requirements, two performance indices for data protection are defined as “recovery point objective (RPO)” and “recovery time objective (RTO)”. RPO represents the risk of data loss. The “recovery point” is a performance parameter that is defined as the difference between the time at which a failure or disaster occurs and the time at which data can be recovered retroactively. And RPO is a preset value of performance target of the recovery point. As an example, if RPO is 60 seconds, it is required to recover all data recorded up to 60 seconds before the time of failure. On the other hand, RTO represents recovery time after the time of disaster.

A cost requirement is also important because the operation expense of an IT system is one factor in decreasing a company’s profit.

1.3 System management

The system-performance logs are time-series digital data. They are discrete values recorded at preset intervals. As an example, Amazon Cloudwatch, which is a system-monitoring service provided by Amazon Web Services*1 (AWS), produces time-series performance logs [17]. In the case of Cloudwatch, the interval is a variable, and the IT administrator can control the unit time of the interval from one second to sixty minutes. Statistics such as sum,
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maximum, and minimum values of the data points measured during the unit time are output at intervals of unit time. For example, if the time interval is set as five minutes, maximum, and minimum values at the observation points from after 11:00 to 11:05 per second are recorded as a statistical value of 11:00.

Although the accuracy of system monitoring is better when the time interval is shorter, huge loads in terms of data recording and transfer processing are generated at application servers. These loads can degrade the application performance. From the viewpoint of IT administrators, it is important to grasp the system behavior with a high level of accuracy; however, it is more important to keep system stability. In consideration of such a trade-off, the time interval parameter should be designed appropriately.

In this research, the time count of the recovery point depends on the interval period by which logs are recorded. That is, if the time interval is set to 5 minutes, the recovery point parameter is the output in multiples of 5 minutes.

1.4 Research objective

The objective of this research is to make it possible to control the risk of data loss. Although we premise that RPO is achieved, we try to save the expense of system resource consumption by allowing the risk of data loss at the time of high workload. In order to achieve that target, we propose a method for controlling the recovery point. This method reduces system expense as much as possible within the range in which the recovery point achieves the pre-defined RPO. To address this solution, the two technologies described below are proposed.

1) Assessment of system performance

An assessment method makes it possible to monitor a recovery point that is an actual performance measurement of a running system.

2) Simulation of system performance

A recovery point parameter of one system that is assumed as a candidate for a new configuration can be calculated by simulation. By this method, it is possible to find a system configuration that satisfies a performance requirement as well as a lower cost.

1.5 Effectiveness of this research

For an enterprise IT system, which is required to provide reliability and stability, “capacity planning” that fits system capacity to peak load has been generally applied. However, a system configuration fitted to instantaneous peak load may require a redundant amount of resources. An example of write data generated at a real enterprise storage system is shown in Fig. 1. This is an example of write data workload observed in the relational database system. The vertical axis shows an amount of sequential write data monitored at external storage system connected to the database server. In this example, an instantaneous workload is generated around 6:00, but a low-workload state continued during the periods before and after that time. If the system has been designed to fit the peak in this situation, redundant system resources will be installed and are not utilized at times other than 6:00. That would result in the waste of resources. If an enterprise can accept the risk of performance degradation at the peak time only, it would be possible to save expenses.

2. Cloud-based data-protection system

2.1 Cloud-storage gateway

A “cloud storage gateway” service is available for backing up data generated at the on-premises site. For example, Amazon Web Services (AWS) have released their AWS Storage Gateway service [18]. As illustrated in Fig. 2, this service is a gateway function installed on the on-premises side that transfers data sequentially to online cloud storage, AWS S3. Storage Gateway is a software function offered by AWS but installed at an enterprise’s on-premises datacenter. Two operation modes are available: “cached volume mode” (in which primary data is placed in cloud) and “stored volume mode” (in which primary data is placed on-premises). In this research, we focus on a “cached-volume mode” architecture because it provides a smaller delay in data transfer.

In cached-volume mode, a gateway server supplies storage resources originally deployed on the cloud as a virtual device. An application server running on-premises connects to this virtual device via the iSCSI protocol and applies it for backup volume. The application data generated on the server is recorded in a local volume, and it is copied to a backup volume by functions such as
storage mirroring or backup software.

The gateway records data written on a virtual device into cache storage, and transfers them to the cloud. An upload buffer is used as a temporary storage for data to be transferred. The standby data stored in the upload buffer is transferred to the cloud via the Internet or a dedicated communication line.

2.2 Performance of data-protection system

Since the cloud gateway asynchronously transfers data temporarily stored in the upload buffer, part of the data might be lost in the event of a disaster. To guarantee a specified system performance, the recovery point must be shorter than RPO.

As illustrated in Fig. 3 in the case data written by a server is recorded at 12:00 and reaches the cloud at 12:05 after being temporarily stored in the upload buffer or a communication delay, the recovery point at 12:05 is “5 minutes”. At this point, if a failure occurs at the on-premises site, all data recorded after 12:00 is lost because it has not been transferred yet [19]. If RPO is shorter than 5 minutes, the performance target has not been achieved, so actions such as system resizing are required.

2.3 Issues concerning cloud-based data protection

To control the risk of data loss, it is required to monitor the recovery point and to check whether it has achieved RPO. If the recovery point is shorter than RPO, system performance is satisfactory for the workload. However, in general, the system-monitoring function provided by cloud services does not support a monitoring metric that corresponds to the recovery point. In the example of AWS Cloudwatch, the metric corresponding to recovery point is not supported. The time stamp as described in Fig. 3 is not implemented on the cloud storage gateway because the workload generated by the process for attaching and detaching time stamps may be an overhead. For that reason, this research tries to make it possible to calculate the recovery point by using other available metrics provided by standard monitoring services that do not require a special implementation like a time stamp.

Also, if system performance is too high or too low to guarantee RPO, system configuration should be properly reconsidered. To achieve both the performance objective and the cost minimization, the amount of system resources (such as network bandwidth) should be adjusted for appropriate size. However, a method for estimating the recovery point after the amount of system resources has been modified has not been developed. That situation is the motivation of this research to simulate the behavior of a data-protection system in order to estimate the recovery point.

2.4 Approach for managing data-protection system

(1) Performance assessment by estimating recovery point

To evaluate system performance, a procedure for estimating the recovery point is defined as follows. As described in Fig. 4, since the recovery point cannot be measured directly through a monitoring service, two available performance metrics are used as the input of this estimation: written-data amount and untransferred-data amount. The recovery point output by this procedure is compared to RPO to check whether it satisfies the performance objective.

(2) Performance Simulation for System Sizing

To estimate an appropriate amount of system resources, a simulator that calculates recovery point is defined. As shown in Fig. 5, in this simulation, a formula that estimates the amount of untransferred-data is defined. As defined above (1), it is possible to estimate the recovery point by using the input composed of the untransferred-data and written-data amounts.

An example in which six patterns of system configuration with different network performance are simulated is shown in Fig. 6. This example shows that the recovery point gets shorter in proportion to increasing network performance, but it will also be a cause of additional cost. Therefore, among the patterns under which the
recovery point achieves RPO, a configuration that minimizes cost is adopted as the optimum. In this case, a system designed on the basis of 10 Mbps network bandwidth that achieves RPO at minimum expense of network resource consumption should be selected as the optimum configuration.

All variable resource parameters should be considered in designing a system configuration. As well as a network resource, capacity of buffer storage and number of CPU cores for a storage gateway can be variable parameters during system configuration design.

3. System-performance assessment

3.1 System modeling

A system model for simulating the behavior of a cloud storage gateway is an abstract representation of system configuration and the process for data transfer. Although a cloud and cloud-based data protection system have various components, in this research, the components necessary for estimating the recovery point are focused on here, and a system architecture composed of those components only is described in Fig. 7. A cloud storage gateway is installed at the on-premises site, a cloud service provides online storage, and they are connected by a cloud-connecting network. The storage gateway provides a backup volume, cache memory, and an upload buffer. The backup volume is a storage resource that is writable from the server. The cache memory is simply used for temporarily storing data written to the backup volume. The upload buffer is also a temporary storage that is used only for data to be transferred to the cloud. These storage components can be implemented as a general medium such as volatile memory, flash memory or a hard-disk drive. The cloud service delivers online storage for the backup data pool.

The storage gateway stores data written on the backup volume (step 1) into the cache memory (step 2). Thereafter, the cached data are copied to the upload buffer in a time series (step 3) and sent to the cloud via the cloud-connecting network in write order (step 4). In the cloud, the received data are stored in the local storage (step 5). According to this model, the gap between the time at which data is written and stored in cache (step 2) and the time at which data is transferred and stored in the cloud (step 5) corresponds to the recovery point.

3.2 Estimation of recovery point

As described in Fig. 4 and Fig. 5, in this research, a method for estimating the recovery point from an input of untransferred data pooled in the upload buffer is proposed. Further, as illustrated in Fig. 3, it is supposed that the time of the oldest write data in the upload buffer approximates the time of latest data recorded on the cloud storage. Among the untransferred data, the oldest data itself is lost; however, the data written up to the preceding time of the oldest data in the buffer can be recovered because they have already been transferred to the cloud. Therefore, to identify the recovery point, the written time of the oldest data among the untransferred data stored in the upload buffer is determined.

A formula for finding the oldest data is defined as follows. Two types of time-series data are used as the inputs of this formula: untransferred data ($C$) and amount of written data ($In$). The write time of the oldest data coincides with the time at which the value obtained by cumulating $In$ reaches the untransferred data amount, $C_T$, by tracing back from time $T$. That is, if the time at which the cumulative value of the hatched portions in Fig. 8 reaches $C_T$ at $T-4$, the immediately preceding time $T-5$ is recoverable time $T_R$. Recovery point $RPT$ is the difference between $T$ and $T_R$. These procedures are formulated as follows:

$$RPT = T - T_R = \begin{cases} 0, & C_T = 0 \\ (n + 1) \times \text{Interval}, & C_T > 0 \end{cases}$$

where $n$ is the smallest integer satisfying
\[ C_T \leq \sum_{i=0}^{n} I_{T-i} \]

The static parameter \( I \) of this formula is a unit of time, which corresponds to the sampling interval of a time-series system log parameter such as \( I \) and \( C \). And \( n \) is the number of times \( I \) has been accumulated backward from time \( T \), and the immediately preceding time of \( T \) is the recoverable time \( T_R \).

3.3 Assessment of performance

With recovery point \( R_P \) estimated according to the above procedure, it is possible to judge whether \( R_P \) is achieved or not. If the maximum value of the recovery point during the time range of system log is longer than \( R_P \), the performance target has not been reached, and it is desirable to achieve the performance objective by the expansion of system resources. On the contrary, if it is significantly shorter than \( R_P \), it is expected to lower the system operation cost by allowing some resources to be discarded.

4. System sizing

4.1 Simulation of system performance

As depicted in Fig. 6, a method for estimating the recovery point is defined under certain assumptions concerning system configuration. Also, as illustrated in Fig. 5, the amount of untransferred data \( C \) is defined as the input of the recovery point estimation. Therefore, a formula to simulate the amount of untransferred data \( C \) is defined as follows.

\[ C_T = C_{T-1} + I_{T} - O_{T} \]

Where the amount of data written to backup volume at time \( T \) is denoted as \( I_{T} \), and the amount of data transferred to the cloud is denoted as \( O_{T} \).

As described in Fig. 9. This equation means that the untransferred data amount \( C_T \) increases if the amount of transferred data \( O_{T} \), which is dependent on the performance capability of the cloud-storage gateway and cloud-connecting network, is insufficient with respect to written data amount \( I_{T} \). Here, \( C_{T-1} \) represents the untransferred data amount at time \( T-1 \), which is one time unit before the time \( T \).

According to this formula, the amount of untransferred data varies according to the performance of data transfer. Among the data to transfer at time \( T \), the amount of data that can be transferred is limited by the performance. The rest of the data remains in the buffer under untransferred status at time \( T \).

In the system model defined in Fig. 7, it is assumed that the data written to the storage gateway is stored in the upload buffer for a certain period of time and then sent to the cloud at once. If this standby period is defined as static value \( D \), the amount of data to be transferred at time \( T \) corresponds to the untransferred data amount at time \( T-D \). On the other hand, the transfer performance matches the lowest IO performance of upload buffer, \( P_{\text{buffer}} \), and network performance for cloud-data transfer, \( P_{\text{Network}} \). Under the above conditions, transfer-data amount \( O_{T} \) is formulated as

\[ O_{T} = \min \{ C_{T-D}, P_{\text{buffer}}, P_{\text{Network}} \} \]

\( P_{\text{Network}} \) should be considered with variables that impacts the transmission performance degradation. For example, if a cloud connecting network of Fig. 7 is implemented by public Internet, the actual communication speed is usually less than the catalogue specification of network bandwidth. The communication performance degradation is caused by other users' traffic because it is a “best effort” service. So \( P_{\text{Network}} \) is defined with the transmission efficiency variable as follows:

\[ P_{\text{Network}} = \text{Bandwidth} \times \text{Transmission Efficiency} \]

4.2 Appropriate system size

The above-described simulation process makes it possible to calculate the amount of untransferred data for variously assumed system configurations and to predict the recovery point. The optimum system size among them achieves \( R_P \) at the lowest system resource expense. In this study, the bandwidth of the cloud-connecting network and the capacity of the upload-buffer storage were chosen as variables for configuring a cloud-based data protection system. The amount of untransferred data increases or decreases according to data-transfer network bandwidth. Therefore, storage capacity of the upload buffer should also be considered as a factor determining system cost. As shown in Fig. 10, the network-bandwidth parameter and recovery point are proportional, and the bandwidth and required size of buffer capacity are inversely proportional. For example, in the case that network bandwidth is set to 10 Mbps, the recovery point is estimated as 30 minutes, and the maximum untransferred data amount is about 2 GB. In this case, it is required to install 2 GB storage in the upload buffer. Thus, \( \text{Cost}_{\text{Upload Buffer Size}} \), which is one of cost vari-
ables, is also an output of performance simulation.

The total cost of system resource is a sum of the cost of the components that comprise the entire system. In this study, a variable part of the system cost is defined as the following formula:

$$\text{Cost}_{\text{Variable}} = \text{Cost}_{\text{Network}} + \text{Cost}_{\text{UploadBufferSize}}$$

An appropriate system size is one that achieves RPO and minimizes the system cost calculated by this equation.

5. Evaluation

5.1 Experiment on assessment of system performance

1. Experimental conditions

The workload on an actual enterprise IT system was experimentally reproduced. The original IT system runs an enterprise web service application and installed with a transaction database that records transaction histories. The I/O performance-benchmark tool “fio” was used for generating write workload. It did not reproduce the contents of write data; instead, it reproduced the amount of data. As described in Fig. 8, a proposed method focuses not on the number of write commands but on the amount of write data, so in this experiment, not random write records but sequential write records are reproduced. A time-series transition of the amount of written data measured at a sampling rate of five-minute intervals is shown in Fig. 11. According to the time counting method of Fig. 8, the recovery point is estimated in a multiple of time interval; thus, in this experiment, it is calculated in a unit of five minutes. The data-production system implemented at the on-premises site was connected to the internet. Amazon Web Services was used for the cloud that is the target of data transfer. AWS Storage Gateway was installed and set to cached-volume mode. The storage gateway was installed on a virtual machine, and upload buffer was implemented with hard-disk drives. Also, to simulate the upper limit of network bandwidth, the output performance parameter of the storage gateway was tuned to 10 Mbps.

The relationships between the metrics in Cloudwatch and the parameters defined in this research are listed in Table 1.

![Fig. 11 Amount of write data.](image)

![Fig. 12 Results for performance of storage gateway.](image)

![Fig. 13 Result of counting recovery points.](image)

### Table 1  Relationships between parameters.

<table>
<thead>
<tr>
<th>#</th>
<th>Performance metric</th>
<th>This research</th>
<th>AWS Cloudwatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Write-data amount</td>
<td>In WriteBytes</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Transferred-data amount</td>
<td>Out CloudBytesUploaded</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Untransferred-data amount</td>
<td>C QueuedWrites</td>
<td></td>
</tr>
</tbody>
</table>

2. Results

The experimental results are shown in Fig. 12. The WriteBytes is a measured value of the write workload of Fig. 11. The CloudBytesUploaded parameter (corresponding to transfer-data amount Out) was monitored as less than 352 MB per 5 minutes. This means that the upper limit of data-transfer performance of the storage gateway was 94% of 10 Mbps, namely,

$$10 \, \text{Mbps} \times 0.94 \div 8 \, \text{bit} \times 60 \, \text{sec} \times 5 \, \text{min} = 352.5 \, \text{MB/5 min}$$

It is considered that TransmissionEfficiency is 0.94 so that the actual limit of data transfer performance is 6% lower than the bandwidth parameter setting of the cloud gateway. The measured QueuedWrites parameter (which corresponds to untransferred-data amount C) shows how untransferred data is accumulated in the upload buffer due to write-data amount WriteBytes exceeding the upper limit of transfer performance. In this experiment, it was found that amount of untransferred data exceed 2 GB at the peak at 18:50, and all of the 2 GB data will be lost if trouble occurs at on-premises site.

Calculation results for the recovery point are shown in Fig. 13. Measured QueuedWrites in Fig. 12 was used as the input of the calculation. According to the calculation result, the maximum recovery point within the inspection time range is “35 minutes”. Thus, if RPO is longer than 35 minutes, it is concluded that required system performance was achieved. However, if it is less than 35 minutes, the performance requirement was not achieved, so it is necessary to extend some system resources such as network bandwidth to enhance system performance.

5.2 Consideration of system sizing

1. Simulation of the amount of buffered data

In this section, we verify the accuracy of performance simu-
The verification is conducted by a comparison between a simulation result and experimentally monitored value of untransferred data. First, the amount of untransferred data was calculated under the condition that the system performance is assumed to be the same as the experimentally measured performance. In this condition, network performance, $P_{\text{Network}}$, was set to 94% of 10 Mbps as same as the actual system performance observed in experiment above. Standby time $D$ (i.e., a parameter that depends on the specification of the storage gateway) at which data stay in the upload buffer was set to 5 minutes. The simulation results for untransferred-data amount are shown in Fig. 14. According to this result, the gap between the actual measured data amount and the simulated amount at peak time 18:50 was less than 9.3%.

Furthermore, in the case that the transmission efficiency was adjusted to 85% instead of 94%, the gap at peak time could be minimized to 1.9%.

The recovery point calculated under communication efficiency set to 85% is plotted in Fig. 16. The gap between the measurement and calculation results is small enough, and the maximum recovery point could be reproducible by the simulation. There are no recovery point errors from 17:45 to 19:20, except for 17:45, at which untransferred data more than 300 MB is accumulated in the upload buffer, as described with shaded line. It is thus concluded that this simulation result is sufficient accuracy.

On the other hand, errors from five minutes to ten minutes occurred at all times during the section in which the amount of untransferred data is less than 300 MB. Although it is possible that the storage gateway suppressed data transfer when the amount of write data were small, that possibility was unverified in this research.

(2) System sizing

To verify the effectiveness of the system sizing, some simulation were conducted. Eight patterns of network bandwidth, from 4 to 20 Mbps, were assumed as shown in Fig. 17. Since the amount of untransferred data remaining in the upload buffer increases as network bandwidth decreases, smaller bandwidth makes the recovery point longer. It is thus required to prepare a larger storage capacity for the upload buffer. In this study, recovery points are calculated under the condition of buffer residence of five minutes and transmission efficiency of 85% (as same as assumed in Section 5.2 (1)).

For example, as plotted in Fig. 17, for a configuration in which the bandwidth is 10 Mbps, the recovery point was calculated as 35 minutes, and the required storage capacity for the upload buffer was 2.02 GB. In this case, the variable system cost is the sum of the communication cost for 10 Mbps and the storage cost for 2.02 GB. It is possible to detect appropriate system size by choosing the smallest cost from the simulated system configurations that achieve RPO.

Next, we consider the cost reduction effect at the assumption in which RPO is set to 30 minutes. As described in Fig. 17, in order to achieve this RPO, it is required to install 12 Mbps of bandwidth (recovery point 25 minutes). On the other hand, a peak workload of write data amount in Fig. 11 was 858 MB/min. It is equivalent to 111.7 Mbps. As shown in Fig. 18, a system that is designed to fit the peak workload without applying the proposed method will be equipped with 111.7 Mbps of bandwidth, and it
The IoT devices, such as factory machines, cars, and monitoring cameras, have become available. A common feature of IoT devices is that they generate and transfer data to a datacenter. In some IoT applications, a delay in data transfer can cause a problem such as errors in an abnormal detection or a real-time failure-notification. Therefore, it is required to assess performance and optimize system size so as to achieve the required data-transfer performance. Since this research estimates performance based on the amount of written data and system-resource size, it is an advantage that can be applied to general-purpose data-transfer systems without special implementation such as an additional time stamp in the network protocol. Thus, one of our future tasks is to expand the system performance assessment and sizing into the IoT field.

In addition, although this research defined a system model by a deep understanding of system architecture and behavior, it may be possible that a model can be defined by an inductive approach such as machine learning if a sufficient amount of system-activity data is available.

The limitation of this research is that the measurement and assessment of the recovery point is processed in the unit of system-monitoring interval. Usually, the interval is set in minutes or seconds. However, that time axis is very different from that of computing processes executed in microseconds or nanoseconds. This is a common issue concerning system management not only for data protection but also for general enterprise IT systems with monitoring intervals in the order of minutes or seconds.

7. Related research

There are some earlier works on data protection system planning. A reference [12] proposed a method to choose an appropriate disaster recovery solution that is based on the consideration of a risk of data loss and system cost. It focused on a very high level view of disaster recovery planning on the nature of replication (e.g., synchronous and asynchronous) and storage system architecture. On the other hand, reference [15], [16] proposed a method to determine a more specific system design at initial planning phase. In this approach, a process to select a data-copy method from the server virtualization, database and storage controller was shown. This approach requires some structured knowledge that is specific to each implementation in advance of system design.

A proposed method in this paper does not require any special knowledge because it is independent from products and services. This general purpose method requires a few standard monitoring metrics only, so it can be applied to various type of data protection system. Also, the estimation of network bandwidth proposed in this research is out of scope of earlier researches.

In a previous research, we proposed a method for system assessment and sizing during disaster recovery that replicates data among storage systems [24], [25], [26]. As for that system, it was not necessary to consider “a stand-by period D” in this research that is caused by the implementation of data transfer on the sender side, because the remote copy function of the storage controller attempts to transmit the written data as soon as possible [19], [20], [21]. Therefore, for the procedure for calculating untransferred data amount proposed in this research, we considered the behavior of buffering written data for a certain period of
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**Table 2** Summary of other experiments.

<table>
<thead>
<tr>
<th>Feature of workload pattern</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Feature of workload pattern</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Max write data [MB/min]</td>
<td>858</td>
<td>831</td>
<td>140</td>
<td>64</td>
</tr>
<tr>
<td>c) Standard deviation</td>
<td>335</td>
<td>112</td>
<td>46</td>
<td>11</td>
</tr>
<tr>
<td>d) System design to fit peak load (b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e) Bandwidth [Mbps]</td>
<td>117.7</td>
<td>82.3</td>
<td>18.3</td>
<td>8.4</td>
</tr>
<tr>
<td>f) System cost [K Yen/6month]</td>
<td>2145</td>
<td>1580</td>
<td>351</td>
<td>161</td>
</tr>
<tr>
<td>g) System design to achieve RPO 30min</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h) Bandwidth [Mbps]</td>
<td>12</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>i) System cost [K Yen/6month]</td>
<td>230</td>
<td>154</td>
<td>154</td>
<td>115</td>
</tr>
<tr>
<td>j) Cost saving rate [%]</td>
<td>89</td>
<td>90</td>
<td>56</td>
<td>28</td>
</tr>
</tbody>
</table>

---

costs 2,145,000 yen for 6 months. On the contrary, a system with 12 Mbps bandwidth that is designed by a system sizing method is expected to reduce the cost by 89% in 6 months. In this calculation, we assumed 320,000 yen per 100 Mbps network, and 72 yen per 1 GB of SSD for upload buffer capacity.

Table 2 is a summary of the system sizing experiments for the workload of Fig. 11 and other three-patterns. The larger the load fluctuation (the maximum value and the deviation of write data amount) is, the greater cost reduction effect is obtained. Also, a proposed method is applicable to various situations for general purpose.

6. Next steps

The accuracy to calculating OutT can be improved by considering the effect of data compression such as deduplication of white space [20], [21]. If the data stored in the upload buffer is overwritten on the same address, it is possible to increase transfer efficiency by sending only the latest data instead of all data. Under the assumption that the compression rate of data to be transferred at time T is represented as Zr, the data amount before compression that can be transferred coincides with the value obtained by dividing the performance limit by Zr. The verification of the data compression effect is one of the future tasks.

The proposed methods for estimating the recovery point and calculating untransferred-data amount can be applied to various applications other than data backup. For example, with the spread of the IoT, Internet of Things, it is expected that a huge number of devices will be connected to networks [22], [23]. Many types of IoT devices, such as factory machines, cars, and monitoring cameras, will be connected to networks [22], [23]. Many types of IoT devices, such as factory machines, cars, and monitoring cameras, will be connected to networks [22], [23].
time at the cloud storage gateway. With the consideration of D, it became possible to apply the performance simulation to the cloud based system.

8. Conclusion
A method for assessing system performance of data-protection targeting the cloud and a method for resizing system resources were proposed. For this assessment, a model of data protection system architecture and data transfer processes was defined. This model was used to estimate the recovery point to verify whether the system configuration to be simulated achieved RPO or not. Furthermore, a method for simulating an appropriate system configuration that optimizes system performance and operating cost was proposed.

Accuracy and effectiveness of the proposed methods were experimentally evaluated. In the experiment, the recovery point could be estimated by inputting other metrics such as untransferred data. In the performance simulation, it was demonstrated that the gap between simulation and actual measurement of untransferred data was only 1.9% which is within the acceptable error range. Also, it is estimated that 89% of system resource expense can be reduced in compared with the situation in which data-protection system is designed to fit a peak workload.
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