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Abstract: A large number of texts is posted daily on social media. However, only a small portion of these texts is informative for a specific purpose. For example, in order to collect a set of tweets for marketing strategy, we should collect a large number of tweets related to a specific topic with high accuracy. If we accurately filter the texts, we can continuously obtain fresh and useful information in real time. In a keyword-based approach, filters are constructed using keywords, but selecting the appropriate keywords is often tricky. In this work, we propose a method for filtering texts that are related to specific topics using a classification method that is based on crowdsourcing and machine learning. In our approach, we construct a text classifier using fastText and then annotate whether the tweets are related to the topics using crowdsourcing. For constructing an accurate classifier, we should prepare a large amount of learning data. However, this process is costly and time-consuming. To construct an accurate classifier using a small number of learning data, we consider two strategies for selecting tweets which the crowdsourcing participants should assess: optimistic and pessimistic approach. Then, we reconstruct the text classifier using the annotated texts and classify them again. If we continue instigating this loop, the accuracy of the classifier will improve, and we will obtain useful information without having to specify the keywords. Experimental results demonstrate that our proposed system is adequate for filtering social media streams. Moreover, we discovered that the pessimistic approach is better than the optimistic approach.
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1. Introduction

A massive number of texts is posted on social network services, and information about real situations can be gleaned from these texts. There have been many studies on how to extract the necessary information from these data [2]. Information filtering [3] is a process of retrieving texts from text streaming, and the keyword-based method is often used for this. However, it is difficult to choose the appropriate keywords that correspond to the information needed for two reasons: 1) information needed is generally vague and 2) sentences on social networks are often grammatically broken. For example, if a user collects tweets about Kyoto sightseeing, the user should specify the keywords as not only “Kyoto” and “Sightseeing” but also “temple” and “Kinkaku-Ji,” the name of a place in Kyoto. However, we should make complex queries using not only AND operator but also OR and NOT, in order to filter tweets about the temples which are not in Kyoto.

In our research, we have developed systems that collect a small number of texts relevant to subjective queries from a large text stream by using machine learning and crowdsourcing. Our objective is to extract from text streaming the tweets related to a specific topic. The topics we assume are general, and the extracted tweets are relevant for many users (i.e., not personalized topics).

Machine learning is one method for predicting the label of unknown data by generalization with training data as an input. Classification accuracy will be low if the quality of the input is low [4], [5]. The monetary and processing cost of machine learning is low. Therefore, to improve the classification accuracy of the classifier, it is necessary to prepare a huge amount of good quality data as a training data.

Crowdsourcing is useful in processing tasks that require human intuition, such as sentiment analysis [6] and translation [7]. Although crowdsourcing enables the collection of high-quality data, it is expensive and time-consuming compared to machine learning. Assessing all tweet streaming data by crowdsourcing is unrealistic because there is a large number of tweets and because paying the crowdsourcing workers for assessing all tweets would be very costly.

To accomplish the goal, we combine two techniques: crowdsourcing and machine learning, which is called a human-in-the-loop model [8]. By using human-in-the-loop, we compensate for the disadvantages of both machine learning and crowdsourcing. In this framework, crowdsourcing is used for creating the training data to improve the classifier and cleaning the output of the system, and machine learning is used for reducing the number of tweets to be judged by crowdsourcing.

In general, almost all tweets in a twitter stream are irrelevant to a specific topic. In our experiment, we set the topic as “Kyoto sightseeing.” In this case, the number of relevant tweets is less than 0.1%. However, people assessing the tweets are human be-
ings, so if they think that many tweets are irrelevant to the topic, they may apply irrelevant to all the tweets without browsing. As a result, we will miss the relevant tweets even if we use expensive crowdsourcing mechanism. Therefore, we have to investigate whether people can make appropriate judgment of these heavily biased data. The results of experiment 1 described in Section 4.1 confirm that crowdsourcing workers can appropriately judge irrelevant tweets.

In machine learning, the quality of the outputs depends on the quality of the learning data, which suggests that the more tweets are being presented to people, the more accurately they can obtain the necessary tweets. However, preparing a large amount of learning data is costly and time-consuming. Therefore, in order to create an accurate classifier using a small number of learning data, it is important to decide which tweets should be assessed. In this paper, we propose two approaches for selecting unlabeled tweets: optimistic and pessimistic. In the optimistic approach, people assess the tweets as relevant and place them near the decision boundary of the classifier. In the pessimistic approach, people assess the tweets as relevant and place them far from the decision boundary of the classifier. Optimistic approach is widely used in the systems based on active learning. However, when we observe the behavior of the dataset, we discover that many tweets which are classified as relevant by the classifier are not in fact relevant. Therefore, to converge the models quickly, we should select the tweets with high relevance possibilities.

Contributions of this paper are as follows.

- By combining machine learning and crowdsourcing, it became possible to filter relevant tweets without using keywords.
- By presenting relevant tweets using pessimistic approach, the collection of target tweets became more efficient.

2. Related Work

In social network services, numerous useful texts are posted, such as those related to the spread of influenza and the occurrence of an accident. Several systems have been proposed to capture these incidents quickly [9] and thereby to utilize social media services as a kind of social sensor. Many information-filtering methods for gleaning useful information from streaming data have been proposed, and many of them are used in systems generated for personalization [10], in what is called “personalized information filtering.” These techniques are based on information retrieval and are not appropriate for short texts such as tweets. Therefore, bag-of-words features along with domain-specific knowledge [11], the relationship between users [12], and user behaviors such as re-tweeting [13] are used as features to filter tweets.

Distributed expressions using words with vectors contribute greatly to this development. word2vec [14], [15], [16] and fastText [17] and the like construct distributed expressions using neural networks. A method of document classification using such distributed expressions has been proposed [18]. However, as far as the authors know, there is no way to achieve information filtering using document classification by distributed representation. Therefore, we propose an information filtering method that combines crowdsourcing and document classification.

Relevance feedback is important for improving the accuracy of information filtering. Rocchio [19] proposed a relevance feedback mechanism on the vector space model. In this mechanism, accuracy improves as more feedback is given, so a method using crowdsourcing for feedback has been proposed [20], [21]. However, in this method, it is assumed that the set of documents that are compatible is sufficiently large compared with the whole set, so it was not clear whether it can be used for information filtering. In our research, we clarify whether relevance feedback by crowdsourcing is effective when the relevant documents are extremely limited.

The critical issue of the goal is to find relevant tweets using a small number of learning data. Jörger et al. [22] proposed a method of combining multiple strategies for collecting training data with $\varepsilon$-greedy algorithm. However, before using this method, we should first understand the features of the outputs using each strategy. One contribution of this paper relative to Jörger’s work is that we discovered the outputs using each of the two strategies (optimistic and pessimistic.)

Errtiken et al. [23] and Zhang et al. [24] tackled the problem of using imbalanced data as the input, which is similar to the problem we faced. However, the common goal of these methods is to generate accurate classifiers after the relevance feedback mechanism is converged. We suppose that it takes many steps to converge the classifier, and in our experiment, the feedback mechanism is not converged. Therefore, we treat this issue as future work.

3. Information Filtering Method

Our proposed information filtering system uses a combination of crowdsourcing and machine learning techniques. An overview is shown in Fig. 1.

1. Build a classifier using labeled data (Section 3.1).
2. Classify tweets from tweet streams and obtain relevant tweets (Section 3.2).
3. Select tweets which should be annotated by the crowdsourcing workers (Section 3.3) and go to (1).

We explain each step in the following section.

3.1 Build Classifier

We use fastText [17], [25], an application for word embedding and classification, for classifying tweets. The inputs of fastText for building a classifier are a training set, a pre-trained embedding model, and parameters. First, we prepare a dataset for constructing the initial classifier. We remove tweets from the dataset if they include URLs or mention other users. Then, we prepare a set of tweets $T = \{t_1, t_2, \ldots, t_N\}$ that are related to specific topics using crowdsourcing. Each tweet is given a label relevant or irrelevant.
Next, we extract bag-of-word features from the texts. We use MeCab\textsuperscript{1} with the IPADIC-Neologd dictionary\textsuperscript{2} as morphological analysis to extract words. We assume that there are many new words in the tweets, so we use a dictionary called neologd that includes new words. Then, we extract nouns, verbs, adjectives, and adverbs. The feature vectors $f(t)$ of tweet $t$ are defined as follows:

$$f(t) = [d_1(t),d_2(t),\ldots,d_t(t)] \in \mathbb{R}^D$$

(1)

where $D$ is the dictionary size and $d_i(t)$ ($i = 1,2,\ldots,t$) is the frequency of occurrence of the $i$-th term. We use a pre-trained distributed representation\textsuperscript{3} constructed using the Japanese Wikipedia corpus\textsuperscript{4} for generating the classifier. Using this distributed representation data, we can consider the synonyms.

Finally, using the classifier included in fastText implementation\textsuperscript{[26]}, we construct the classifier of the tweets.

### 3.2 Classify Tweets

Next, we classify the tweets obtained from text streaming as relevant or irrelevant by using the classifier described in Section 3.1. The label relevant means that the tweets are relevant to the topic, and the label irrelevant means that the tweets are irrelevant to the topic. At this time, the classifier also calculates the certainty level $c(t)(0.5 \leq c(t) \leq 1)$ of the label for the tweet $t$. For example, if a tweet $t$ is labeled as “relevant” and $c(t)$ equals to 0.7, $t$ is relevant with 70% possibility. Therefore, if $c(t)$ is 0.5, the classifier cannot decide whether $t$ is relevant or not. The lower bound of $c(t)$ depends on the number of categories. In this paper, we consider two categories, relevant and irrelevant, for classification. However, if we should classify tweets into $k$ categories, the lower bound of $c(t)$ is $1/k$.

### 3.3 Annotation

Next, we manually confirm if the tweets classified as relevant/irrelevant by the classifier were truly relevant/irrelevant, using crowdsourcing.

As shown in Fig. 2, although accuracy can be improved by making judgments (and the more people, the better the accuracy), the accuracy of the final classifier improves as the number of judged tweets increases, even if the accuracy is low. Each judgment was considered final (i.e., there was no redundancy by multiple crowdsourcing workers or averaging that took place).

The accuracy of the classifier changes depending on the training set, this means which tweets was judged by a worker. If we prepare only irrelevant tweets to construct the classifier, the accuracy of the classifier will improve a little. Campbell et al.\textsuperscript{[27]} pointed out that classifiers perform differently depending on the sample selection method. We consider the following two approaches: optimal and pessimistic.

#### 3.3.1 Strategy 1: Optimistic Approach

When a classifier judges tweets, some tweets are difficult to judge. The certainty level $c(t)$ for these tweets by the classifier is around 0.5, the lowest value. Therefore, the idea of this strategy is that if these tweets are manually judged by crowdsourcing with high priority, the accuracy of the classifier will quickly improve. Lewis et al.\textsuperscript{[28]} proposed a technique called uncertainty sampling, which Tong et al.\textsuperscript{[29]} later used in an application with support vector machines. In this method, tweets that are near the decision boundary are annotated. The blue part in Fig. 2 shows the tweets which should be annotated using this approach.

This strategy is widely used in existing methods, for example, in active learning. It is considered effective in situations where truly relevant and irrelevant tweets are mixed in the vicinity of the decision boundary. In other words, it is best used in situations where the decision boundary during the iteration is close to the true decision boundary. Here, we call true decision boundary the decision boundary which can completely divide the relevant and irrelevant tweets. However, if the true decision boundary and the decision boundary during the iteration are far apart, and if the true decision boundary is close to the tweets which the classifier marks as relevant with 100% probability, the tweets which are selected by strategy 1 are not always appropriate.

To solve this issue, we propose a new strategy described in the following section.

#### 3.3.2 Strategy 2: Pessimistic Approach

The main idea of this strategy is that we select the tweets which are labeled as relevant by the classifier with high certainty and have them assessed by the crowdsourcing workers.

In our experiment, less than 0.1% of all tweets should be considered as irrelevant. This means that even if a tweet is marked as relevant and the certainty level is high, the tweet should be judged as irrelevant with high possibility. Therefore, in this strategy, we select the related tweets with a high certainty level. The points in the red circle in Fig. 2 show the tweets which should be annotated using this approach.

This method is considered suitable for when the classification performance by classifiers is not sufficient for the unlabeled tweets. Therefore, when we use a classifier that can accurately classify this kind of unbalanced labeled tweets, this strategy is

---

\textsuperscript{1} http://taku910.github.io/mecab/
\textsuperscript{2} https://github.com/neologd/mecab-ipadic-neologd
\textsuperscript{3} https://qiita.com/Hirosan/items/513b9093752c0ce9e670
\textsuperscript{4} https://dumps.wikimedia.org/jawiki/20170101/
not suitable. However, to the best of our knowledge, a classifier for unbalanced labeled tweets does not exist.

3.4 Output

Only the tweets that people judged as relevant in Section 3.3 are considered as final. At the same time, tweets determined as relevant or irrelevant here were used as training data for the classifier construction in Section 3.1.

4. Evaluation

We performed two experiments. Experiment 1 is an evaluation of the participants. Since they were human beings and therefore different from machines, there was a possibility that the correct answer rate could differ in the ratio of “relevant” and “irrelevant.” We performed this experiment to determine if this was indeed the case. In experiment 2, we used actual crowdsourcing with a machine-learning based classifier to compare which of the two strategies, optimistic or pessimistic, performs with better accuracy. In this experiment, we used the tweets written in Japanese.

4.1 Evaluation 1: Worker Behaviors

First, we evaluate the performance of human characteristics. In the proposed method, the participants should assess the tweets. However, almost all tweets are irrelevant to the specified topics. In this situation, we suppose that many participants may judge relevant tweets as irrelevant or judge all tweets as irrelevant. To find whether this issue exists or not, we conducted an experiment to see if this imbalance affects the accuracy rate.

4.1.1 Experimental Setup

We gathered in advance a set of tweets that would be correct. Through crowdsourcing, we collected 3,580 tweets related to sightseeing in Kyoto. In this task, participants search tweets related to Kyoto sightseeing using the official twitter Web search interface with the keywords selected by themselves.

We did not use any tweets containing images, URLs, etc. For each tweet, we made an assessment with more than ten participants; tweets that more than half of the participants judged as related to sightseeing in Kyoto were considered as correct, and the other tweets as incorrect. As a result, the number of correct tweets was 771 and the number of incorrect tweets was 2,809. We randomly selected relevant and irrelevant tweets from this set. We prepared 21 groups with 5% increments from 0% to 100% proportion of relevant tweets. If the ratio was 50%, 50% of relevant tweets was included.

We hired 114 people using CrowdWorks. Each participant was assigned an ID number. Then, we created 21 groups based on the participants’ ID. Each group corresponded to the correct answer rate. When the ID number divided by 21 was m, we set the correct answer rate to m/20 for that person. In other words, when the ID of a person was 100 (i.e., when m = 16), the correct answer rate was set to 16/20 = 0.8. Since this correct answer rate always assigned the same value for each worker, the correct answer rate did not change during the experiment.

The participants judged 50 tweets and assign a relevant or irrelevant label to each tweet. We then compared the accuracy of these labels with the correct answers that had been prepared in advance.

4.1.2 Results

The results are shown in Fig. 3. Each black point corresponds to one participant. The average correct answer rate was 0.83, and the correct answer rate for each ratio is indicated by a red point. We found that the correct answer rate for each ratio of relevant tweets did not diverge from the average. To confirm this statistically, we performed ANOVA testing on the assumption that there is a correlation between the ratio of relevant tweets and the correct answer rate.

Using ANOVA, we found that the p-value was 0.51. In other words, we could not conclude that there was a significant difference in the correct answer rate for each ratio of relevant tweets. This indicates that even if the percentage of the correct answers was quite biased, there was no big difference in the rate at which the accurate work had been done. Therefore, in the next stage, evaluation was conducted by machine learning incorporating human judgment.

4.2 Evaluation 2: Classifier Accuracy

We used the optimistic and pessimistic approaches (Section 3.3) to determine the effectiveness of these strategies using the number of adequate tweets to be obtained.

4.2.1 Data

We prepared two groups of tweet data: labeled and unlabeled. For labeled data, we used all 3,580 manually collected tweets described in Section 4.1.1. For unlabeled data, the Twitter Streaming API was used to collect more than 1 million tweets in advance. To ensure the same conditions when comparing two strategies, we used the same tweets. Therefore, if the performance of the classifier was the same, the same tweet was extracted.

4.2.2 Procedure

Evaluation experiments were carried out as follows.

- Build a classifier using labeled data.
- Arrange unlabeled data in chronological order and classify using a classifier. Obtain 1,000 relative tweets.
- Classify tweets against relative tweets by crowdsourcing.
- Add judgment results of crowdsourcing to labeled data and return to 1.

First, we classify tweets by using the optimistic strategy and then we classify tweets again by pessimistic strategy. The number of participants was the same in both strategies, but the participants were different. We confirmed that the correct ratio of each
Table 1 Parameters for fastText.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of epochs</td>
<td>10,000</td>
</tr>
<tr>
<td>Size of vectors</td>
<td>300</td>
</tr>
<tr>
<td>Number of buckets</td>
<td>100,000,000</td>
</tr>
<tr>
<td>Loss function</td>
<td>Negative sampling</td>
</tr>
<tr>
<td>Number of negatives sampled</td>
<td>10</td>
</tr>
<tr>
<td>Minimum number of word occurrences</td>
<td>1</td>
</tr>
<tr>
<td>Max length of word n-gram</td>
<td>1</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.075</td>
</tr>
</tbody>
</table>

4.2.3 Results and Discussion

The hyperparameter used for the classifier is shown in Table 1. In a preliminary experiment using initially labeled data, parameters that can classify tweets as relevant or irrelevant with high accuracy were obtained by grid search. We used the same hyperparameters for the systems using two strategies.

We obtained 94,598 and 176,238 assessments by using the optimistic and pessimistic approaches, respectively. For comparison, we used all 94,548 assessments by the optimistic approach and the first 94,548 of 176,238 assessments by the pessimistic approach. The results are shown in Fig. 4. We discovered that the correct tweet could be collected twice as fast by the pessimistic approach than by the optimistic approach. Specifically, when the number of the assessed tweets was 40,000, the system could collect many correct tweets when it exceeded 85,000.

Figure 5 shows the number of model reconstructions (steps) vs. the ratio of relevant tweets. In this figure, a point shows the percentage of new tweets a classifier judged as relevant at each step. For example, the value at step 3 is 0.1 (red point), this means that the classifier judges the tweets as relevant at the ratio of 1 to 10 when the classifier was rebuilt three times. From this figure, in the pessimistic approach, many tweets were judged as relevant in the first three steps, but after step 4, the ratio is lower than in the optimistic approach and is converged to about 0.02. On the other hand, in the optimistic approach, in the first step, the classifier judges a smaller number of relevant tweets than that by the pessimistic approach. However, the ratio of relevant tweets does not decrease in subsequent steps. The same number of relevant tweets is selected at each level. Therefore, decreasing the ratio of relevant tweets means that it is possible to judge many tweets in a short time. As a result, it was found that the pessimistic approach can handle many more tweets compared with the optimistic approach.

From Figs. 4 and 5, the accuracy of the initial classifier is not enough for filtering texts. At step 1 in Fig. 5, about 23% of tweets are selected as relevant by the classifier of the pessimistic approach. We manually analyzed the filtered tweets and found only two relevant tweets from 10,000 tweets. In Fig. 4, we found that there is only a small number of correct tweets when the crowdsourcing workers assess a small number of tweets. Therefore, the workers should process many tweets, and the requesters should pay more wages to the workers.

In this experiment, we were able to collect as much as 50 and 100 relevant tweets for the optimistic and pessimistic approach, respectively, for 4,500 JPY (45 USD). At that time, we got an assessment result of around 95,000 tweets. Therefore, we confirmed that we could find relevant tweets at low cost.

Examples of actual tweets that were extracted are shown in Fig. 6. Tweets containing well-known place names such as Kyoto and Kawaramachi could be acquired by either of the two methods. On the other hand, in the optimistic approach, we found that we could also accurately collect objects with relatively small numbers, such as more obscure place names. From these examples, we also confirmed that a keyword-based approach is not always suitable for the purpose. For example, if we set a keyword to “Kyoto,” only three tweets were selected, but the other six tweets were not selected and processed.

5. Conclusion

In this paper, we proposed a method for filtering twitter streams using both crowdsourcing and machine learning. In this research, we investigated a problem that occurs when active learning is performed on information filtering with regard to 1) the crowdsourcing workers’ ability and 2) the tweets presented to the crowdsourcing workers. Information filtering was performed using ma-
chinese learning and crowdsourcing so as to determine the accuracy and the cost involved in obtaining relevant tweets.

In the evaluation experiment, we evaluated both the workers on crowdsourcing and the machine-learning based classifier. First, in evaluation experiment 1, performance evaluation of the workers was conducted. In information filtering and information retrieval, the proportion of the necessary information in the input texts is extremely small. Therefore, humans thought that there might be a bias to judge the unnecessary text as necessary. Based on the results of the evaluation experiment, it is impossible to say if there is a relationship between the correct answer rate and the correct answer rate. We found that sufficient performance can be obtained even when the correct answer rate is extremely small.

Next, in experiment 2, we confirmed the number of relevant tweets the system can collect when combining crowdsourcing and fastText, a machine-learning based classifier. We compared two strategies, optimistic and pessimistic, for selecting tweets which were previously presented to the crowdsourcing workers and which are useful for improving the accuracy of the classifier. We were able to obtain unfavorable tweets with keywords so that we could show the usefulness of the proposed method.

Future work includes the following. We plan to combine the existing keyword-based approach with our proposed crowdsourcing and machine-learning based approach for constructing a more accurate information filtering system. The information filtering method based on keywords has been proposed and implemented for practical use. The advantage of this approach is that by setting the appropriate keywords, the system can extract relevant tweets at high speed with low cost. The disadvantage is that it is difficult to set the appropriate keywords, and the users cannot input the surrounding keywords related to the appropriate keywords, such as abbreviated keywords and synonyms. On the other hand, although we do not need to set appropriate keywords in this research. Another disadvantage is that a large amount of manual annotation is necessary. Therefore, we should develop an information filtering method by integrating these two methods, in order to collect relevant tweets at low cost. Coverage is another problem of our proposed method. In our method, the filter may not collect certain tweets which are relevant to a specific topic because there are no similar tweets. To solve this problem, we should collect random tweets from the tweets that were marked as irrelevant by the classifier.

Personalization is also one of our future tasks. When using the proposed method in personalized information filtering, the users need to annotate many tweets. However, it is difficult to obtain a sufficient amount of annotations by one user. Therefore, it is necessary to develop a method to apply efficient collaboration filtering techniques to the proposed method.
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