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A High Throughput LDPC Decoder Design Based on Novel Delta-value Message-passing Schedule

WEN JI,† XING LI,†,‡† TAKESHI IKENAGA†† and SATOSHI GOTO††

In this paper, we propose a partially-parallel irregular LDPC decoder for IEEE 802.11n standard targeting high throughput applications. The proposed decoder has several merits: (i) The decoder is designed based on a novel delta-value based message passing algorithm which facilitates the decoding throughput by redundant computation removal. (ii) Techniques such as binary sorting, parallel column operation, high performance pipelining are used to further speed up the message-passing procedure. The synthesis result in TSMC 0.18 CMOS technology demonstrates that for (648,324) irregular LDPC code, our decoder can achieve 8 times increase in throughput, reaching 418 Mbps at the frequency of 200 MHz.

1. Introduction

Low-Density Parity-Check (LDPC) code is an error correcting code originally proposed by Gallager in 1963,1 and rediscovered by Mackay and Neal2 in 1996. After that irregular LDPC codes are constructed enabling data transmission rates close to the Shannon Limit3–5. On the other hand, the LDPC decoding algorithm is inherently parallel and is much easier to be implemented than its comparator turbo codes, thus making it more attractive to researchers5. As a result, they have been recently adopted for the 10GBase-T6, the DVB-S27, and the Mobile WiMAX standards8.

LDPC code is very suitable for hardware implementation by utilizing a parallel decoding algorithm called Message-Passing (MP) algorithm1. In the last few years, researchers have been done on designing specific decoder architectures for LDPC implementations, seeking for the best trade-off between area, power consumption and performance9–14. The LDPC decoders that have been designed share the same primitive processing elements: a check functional unit (CFU) performing row operations for check nodes and bit functional unit (BFU) performing column operations for bit nodes. These processing elements are connected according to the Tanner graph, a graph representing the relation between bit nodes and check nodes. The MP algorithm exchanges messages between check nodes and bit nodes by performing row and column operations iteratively.

The authors in Ref. 13) proposed an accelerated message-passing schedule, which only performs those column operations whose corresponding check nodes have been updated by the row operations, which is demonstrated to be more efficient than the basic algorithm. A partially-parallel LDPC decoder based on the accelerated MP schedule is introduced in Ref. 14) to support for irregular LDPC code. Although the partially-parallel irregular LDPC decoder proposed in Ref. 14) can improve the error correction performance, it suffers a main problem that the overall throughput is relatively low compared with the regular or fully-parallel irregular LDPC decoder (eg., Refs. 15, 16). Moreover, the throughput of current partially-parallel irregular LDPC decoders designed, such as 54 Mbps of Ref. 14), is not sufficient for most applications of 802.11n standard17, which requires a throughput of up to 330 Mbps. From this observation, there is room for the improvement for partially-parallel irregular LDPC decoders. In this work, we propose an improved MP algorithm and decoder architecture for irregular LDPC decoder, in this paper, to achieve a nearly 8X speedup with almost the same BER performance.

The novelties of this decoder in terms of high throughput are as follows:

- The proposed LDPC decoder is based on a novel delta-value message-passing algorithm suitable for high throughput design.
- An improved binary sorting scheme is designed in row operation to reduce the computation time.
- A parallel structure of bit function unit is designed to speed up the column operation.
- A high performance pipeline structure is used to further speed up the message-passing procedure.
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The rest of the paper is organized as follows. Section 2 introduces the preliminary concepts and background materials. Section 3 explains the problem of the existing message-passing algorithm and the motivation of this work. Section 4 discusses the improved message-passing algorithm proposed. Section 5 provides the strategies for high throughput design used in our LDPC decoder. Section 6 shows the detailed implementation and the synthesis results and finally Sect. 7 concludes.

2. Decoding of LDPC Codes

In this section, we present the preliminary concepts, specifically, irregular LDPC code, and message-passing algorithm. The irregular LDPC codes can be defined by a parity check matrix $H$ containing $M \times N$ sub-blocks, where $M$ and $N$ are the number of row-blocks and column-blocks respectively. Each sub-block matrix is a $b \times b$ square matrix, obtained through right shifting the identity matrix $I_{b \times b}$ by a specific number. The parity check matrix used in this work is a $12 \times 24$ matrix (each sub-block is $27$ bits $\times 27$ bits) defined in IEEE 802.11n standard with code rate of $1/2$ and block length of 648 bits, as shown in Fig. 1(a), where the virgule lines in the sub-blocks mean the positions where exit “1”s after shifting according to the shift value provided by the parity check matrix.

LDPC code can be decoded iteratively using the MP algorithm described in Ref. 1). Each iteration of the algorithm is composed of four phases: row operation, column operation, error correction and parity check. The row operation updates message $\alpha$ of all check nodes using message $\beta$, and sends the message to bit nodes. The column operation updates message $\beta$ of all bit nodes based on message $\alpha$ and initial message $\lambda$. The error correction calculates the tentative decision and the parity check operation decides whether another decoding iteration is necessary or not according to the tentative decision.

The calculations of $\alpha$ and $\beta$ value in row and column operation are shown in Eq.(1) and Eq.(2), where $\alpha(m, n)$ and $\beta(m, n)$ denote the check node and bit node message in $m^{th}$ row and $n^{th}$ column of the parity check matrix $H$, respectively. $\lambda(n)$ denotes the initial message of $n^{th}$ column. And $A(m)$ and $B(n)$ are defined as $A(m) = \{n | H_{mn} = 1\}$ and $B(n) = \{m | H_{mn} = 1\}$ respectively.

$$\alpha(m, n) = \prod_{n' \in A(m) \setminus n} \text{sign}(\beta(m, n')) \times \min_{n' \in A(m) \setminus n} |\beta(m, n')|$$

(1)

$$\beta(m, n) = \lambda(n) + \sum_{m' \in B(n) \setminus m} \alpha(m', n)$$

(2)

In the accelerated MP schedule proposed in Refs. 13), 14), column operations are performed right after a row operation only for those bit nodes, which are in
connection with the updated check nodes. This schedule is demonstrated to be more efficient than the basic algorithm \(^{(13)}\).

### 3. Motivation

In this section, we use an example to demonstrate the problem of the accelerated message-passing algorithm.

The accelerated message passing schedule, proposed in Ref. \(^{(13)}\), is well suitable for irregular LDPC decoder design. The idea is illustrated through an example demonstrated in Fig. 1 (b). This is a column block extracted from the 13\(^{\text{th}}\) column-block of the targeting parity check matrix, with sub-block1 and sub-block3 right shifting one position, and sub-block2 remaining at the identical position. After the row operations for all the first rows in each sub-block are executed, three \(\alpha\) values are updated, which are \(\alpha_{1}(1,2)\), \(\alpha_{2}(1,1)\) and \(\alpha_{3}(1,2)\) respectively.

In the accelerated MP algorithm, the calculation of \(\beta\) values will be executed right after the first row operation. The computations of \(\beta\) values at the first column are shown as follows:

\[
\begin{align*}
\beta'_{1}(27,1) &= \lambda(1) + \alpha_{2}(1,1) + \alpha_{3}(27,1) \\
\beta'_{2}(1,1) &= \lambda(1) + \alpha_{1}(27,1) + \alpha_{3}(27,1) \\
\beta'_{3}(27,1) &= \lambda(1) + \alpha_{1}(27,1) + \alpha_{2}(1,1)
\end{align*}
\]

If we consider these column operations that calculate the updated message \(\beta\), only a small part of the operands have been changed since last computation of the same message \(\beta\). For example, only \(\alpha_{2}(1,1)\) is changed for calculation of \(\beta_{1}(27,1)\) and \(\beta_{3}(27,1)\) and no operand is changed for calculation of \(\beta_{2}(1,1)\). A considerable part of addition operations in column operation, in fact are a repetition of former computations. And for the targeting parity check matrix, when \(|B(n)|\) is large, this problem becomes more significant as more useless additions are operated. The above observation demonstrates that accelerated MP scheme still has computational redundancies, which degrade the efficiency of hardware implementation.

### 4. Delta-value Based Message Passing Schedule

In accelerated MP algorithm, the computation of \(\beta\) for columns with a weight of 12 in the targeted parity check matrix \(|B(n)| = 12\), requires the addition of 11 \(\beta\) values and one \(\lambda\) value according to Eq. \(^{(2)}\). This results in a five-depth addition and thus becomes the bottleneck to get high throughput designs. However, we propose an improved MP schedule called Delta-Value based Message-Passing (DVMP) schedule to help solve this bottleneck problem and thus increases the throughput.

We first introduce the concept of a new message \(\Delta \alpha\), as follows.

\[
\Delta \alpha(m, n) = \alpha'(m, n) - \alpha(m, n) \tag{3}
\]

Back to example in Fig. 1 (b), the calculation can be simplified by adding only the updated delta-value of message \(\alpha\) shown as follows.

\[
\begin{align*}
\beta'_{1}(27,1) &= \lambda(1) + \alpha_{3}(27,1) \\
\beta'_{2}(1,1) &= \lambda(1) + \alpha_{2}(1,1) \\
\beta'_{3}(27,1) &= \lambda(1) + \alpha_{1}(27,1) + \Delta \alpha(1,1)
\end{align*}
\]

This new calculation method of message \(\beta\) can remove redundant computations and reduce the total number of additions in the bottleneck column operation, especially when \(|B(n)|\) becomes larger. For the targeted parity check matrix \(^{(17)}\), at most two message \(\alpha\) are updated after certain row operation. Based on this observation, only a small number of updated \(\alpha\) is sufficient to generate a correct message \(\beta\). Therefore, we proposed our DVMP algorithm by only calculating the delta value of updated \(\alpha\) in the row operation to improve the decoding efficiency. In such scheme, the resulting \(\beta\) can be obtained by at most 2 levels of addition in DVMP rather than 5 levels in the accelerated MP scheme \(^{(13)}\).

The proposed DVMP algorithm is shown in Fig. 1 (c), with the solid line showing the flowchart of the algorithm stages and the dotted line showing the data transmission of the storages. In the initialization step, message \(\beta\) is initialized as message \(\lambda\). Then the row operation is executed to update message \(\alpha\) according to Eq. \(^{(1)}\) and generate corresponding \(\Delta \alpha\) according to Eq. \(^{(3)}\) at the meantime. Next, the column operation calculates message \(\beta\) by the updated \(\Delta \alpha\) values as Eq. \(^{(4)}\). The error correction calculates the tentative decision, based on which a parity check is done after each iteration to determine the termination of the decoding process.

\[
\beta'(m, n) = \beta'(m, n) + \sum_{m' \in D(n) \setminus m} \Delta \alpha(m', n) \tag{4}
\]
In Eq. (4), $D(n)$ are those row numbers of which the message $\alpha$ has been updated since the last computation of $\alpha(m, n)$ in column $n$. The total number of possible addition is reduced from $|B(n)|$ to $|D(n)|$. And in the situation of the targeted irregular decoding matrix, this redundancy removal can improve the column operation by a saving of three level additions, which reduce both the computation time and area of hardware implementation.

5. High Throughput Design

Apart from the high throughput DVMP schedule, we integrate three different strategies into the proposed decoder to further speed up the decoding process. In row operation module, a binary sort scheme is used to shorten the comparison time. In column operation module, parallel DVMP schedule is used to save the processing time. Furthermore, a pipeline structure is utilized to speed up the whole processing procedure.

5.1 High-throughput Row Operation Module

In the calculation of $\alpha$ value according to Eq. (1), the minimum and second minimum $\beta$ value among a total of $|A(m)|$ values in the same row should be obtained through a proper comparison scheme. In previous designs\(^{13),14}\), simple sorting algorithms are used to obtain the minimum values, such as the implementation of bubble sort comparison scheme. Two registers are used to store the minimum value and second minimum value respectively. Each time a new $\alpha$ is read in to compare with the current minimum one and replace it if the new one is smaller. These serial comparison steps, however, requires considerable computational time and becomes the most time consuming part in row operation when the number of message $\beta$ increases greatly in the targeted matrix.

In order to improve the hardware performance, a tree structure is proposed, together with a binary sort to obtain two minimum values in parallel. The modified sorting scheme requires less area and can generate the result in only five comparison steps.

The detailed comparison procedure in row operation module is shown in Fig. 2. The left tree and the right tree represent respectively the sorting for the minimum and the second minimum $\beta$ value among a total of eight values. In the figure, we assume that the values of eight $\beta$ at the same row ($\beta_1, \beta_2, \ldots, \beta_8$) comply with the relationship of $\beta_1 < \beta_2 < \ldots < \beta_7 < \beta_8$ and the resulting values are labelled on each data path. In the first step, eight $\beta$ values are compared in pairs. The smaller one (e.g., $\beta_1$) is remained in the sorting tree for the minimum value while the larger one (e.g., $\beta_2$) is eliminated to the sorting tree for the second minimum value. Then the values in both trees will continue the comparison process in pairs with the larger one in the left tree eliminated to the right tree. In this manner, we can get the minimum and the second minimum value at the third and the fifth step of the operation. Compared with a total 9 clock cycles in Ref. 14), our proposed scheme can complete the comparison in only 2 clock cycles under the frequency of 200 MHz, a 4.5X speedup.

5.2 High-throughput DVMP-based Column Operation Module

As discussed in Sect. 4, the DVMP-based column operation can update $\beta$ values by the addition of its original $\beta$ and at most two updated $\Delta \alpha$ values according to Eq. (4). The number of updated $\Delta \alpha$ values and the exact position of each updated $\Delta \alpha$ in the column operation are determined by the parity check matrix. Therefore, Equation (4) is simply achieved by two addition steps during implementation. In the first addition step, at most two updated $\Delta \alpha$ values is added
together. Then we compute the new $\beta$ value by adding the original one and the sum of $\Delta \alpha$ in the second step. By adapting the DVMP schedule, not only the computation time of each column operation is minimized, but also the area of hardware implementation is reduced. Based on this observation, we can further improve the throughput by applying a parallel column operation here.

In previous implementation of the accelerated MP schedule\textsuperscript{13,14}, all $N$ column-blocks are computed in parallel while different columns in one column-block are calculated in serial as shown in Fig. 3(a). After the first row operation is calculated, which is shown as gray rectangulars, column operations are calculated one by one. This processing procedure requires at most 11 clock cycles for column computation in the real implementation of the targeting LDPC code\textsuperscript{14}. In the proposed module, message $\beta$ of all columns, in which there exists an updated $\alpha$, are computed in parallel, as shown in Fig. 3(b). A hardware implementation for computing $k$ columns in parallel is shown in Fig. 4.

The resulting parallel DVMP-based column operation can be computed in one clock cycle, which is 11 times faster than the implementation in Ref. 14).

5.3 High-throughput Pipeline Schedule
In the proposed decoder, pipeline structure is utilized to achieve further speed up of the procedure, as shown in Fig. 5. The row operation and column operation (including message read and write) are divided into four and three pipeline stages respectively to balance the computation time of each stage. After a further overlap of the row and column operation based on data dependency information, the message of a particular row operation and corresponding column operation...
can be updated after four clock cycle.

During the first clock cycle, \( \alpha \) and \( \beta \) values are read in to prepare for a row operation. In the second and third clock cycles, a tree structure comparison is conducted for the minimum and second minimum \( \beta \) value, and corresponding \( \alpha \) and \( \Delta \alpha \) values are obtained. In the fourth clock cycle, all related column operations are computed based on \( \Delta \alpha \) values, and \( \alpha \) values are written into memories at meantime.

The BER performance is simulated by calculating the average bit error rate of 2,000 randomly generated input values and C++ program is used to simulate the hardware process. Based on this proposed pipeline structure, the updated message of a specific row can be used after four clock cycles, in other words, the updated messages of \( m \)th row can be used by \( (m + 4) \)th row operation. Although in Ref. 14), the updated message of the same row is used by \( (m + 3) \)th row operation, our pipeline structure incurs nearly no performance degrading compared to Ref. 14) under the same decoding iterations as illustrated in Fig. 6. Further more, the proposed pipeline structure is more compact, which improves both the hardware utilization and throughput.

6. Implementation and Results

In this section, we present the hardware implementation of the proposed partially-parallel irregular LDPC decoder and the synthesis results.

6.1 Block Diagram

The proposed decoder is mainly composed of five parts: row operation modules, column operation modules, parity check, controller and storage parts (memory for \( \alpha \) value, registers for \( \beta \) value, \( \Delta \alpha \) value and tentative decision value), as shown in Fig. 7.

In the proposed decoder, we design 12 CFUs and 24 BFUs in order to execute the computation of the same row or column in each sub-block in parallel. Since the targeted LDPC decoding matrix is irregular, two different row operation modules (CFU_for_7in and CFU_for_8in), and three different column operation modules (BFU_for_12in, BFU_for_3in, and BFU_for_2in) are designed for rows and columns with different \( |A(m)| \) and \( |B(n)| \). The controller module generates the control signals for storage and operation modules, while parity check
module does the error correction and the parity check at the end of each iteration. Message $\alpha$ is only used in the row operation and is stored in memory with corresponding row address. Other messages like $\beta$, which have multiple-access problem, are stored in registers.

The detailed composition of the proposed decoder core is listed in Table 1, under the column with DVMP. The result is compared to the implementation without DVMP, and we can see from the table, the computation-intensive column operation modules are reduced because of the use of DVMP schedule. And the total number of gates of the decoder core is reduced.

### 6.2 Implementation result

The proposed decoder is implemented under TSMC 0.18 um CMOS technology. The synthesis results are listed in Table 2. The power consumption of the proposed decoder is simulated using Synopsys Power Compiler under the worst-case. Reference 10 is a partially-parallel irregular decoder whose code length is 8088 bit. Reference 9 is a fully-parallel decoder targeting regular codes. And we compare our work with Refs. 13), 14) under the same LDPC code and the same design rule. Under column Ref. 14) is the synthesis result of a partially-parallel irregular LDPC decoder designed in Ref. 14), which is the only design known, targeting the same newly proposed LDPC code in Ref. 17). We also modified the design in Ref. 13) to support the same irregular code with detailed synthesis result under column Ref. 13)*.

Because of the pipeline structure along with the improved row and column operation modules, our proposed decoder requires only 31 clock cycles for a single iteration and five iterations for codeword correction under SNR of 3.0 dB, which can achieve 8 times throughput than Refs. 13), 14). Although it consumes more power, it is about one-fifth of the area of Ref. 9) according to the gate numbers, and achieves almost the same throughput. Our synthesis result shows that the design of partially-parallel approach can also overcome the low throughput problem.

### 7. Conclusion

In this paper, a novel high throughput partially-parallel irregular LDPC decoder is proposed. Row operations and column operations are speeded up by a
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modified binary searching scheme and delta-value based message-passing schedule respectively. Moreover a pipeline structure is utilized to further compact the procedure. The synthesis result demonstrates that our decoder can achieve a much higher throughput and almost the same bit error rate performance compared to other partially-parallel irregular LDPC decoders. It also demonstrates that for partially-parallel structure, throughput can be improved close to fully-parallel structure with less area cost.
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