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Energy consumption has become one of the major concerns in modern embedded systems. Recently memory subsystems have become consumed large amount of total energy in the embedded processors. This paper proposes partitioning and allocation approaches of scratch-pad memory in non-preemptive fixed-priority multi-task systems. We propose three approaches (i.e., spatial, temporal, and hybrid approaches) which enable energy efficient usage of the scratch-pad region. These approaches can reduce energy consumption of instruction memory.

1. Introduction

Energy minimization has become one of the primary goals in the design of embedded systems. Reducing energy consumption can extend battery lifetime of portable systems, decrease chip cooling costs, and increase system reliability. These days, cache memory is used not only in general-purpose processors but also in embedded processors. Caches improve performance by exploiting the temporal and spatial access locality in a program. Caches also contribute to energy reduction because of decreased accesses to off-chip memory. However, cache has become one of the most energy-hungry components in embedded processors. For example, the ARM920T processor dissipates 43% of the power in its cache. Thus, large amounts of studies have addressed cache energy minimization.

Recently, scratch-pad memory (SPM) has attracted attention due to its energy efficiency. A number of techniques have been proposed for efficient usage of SPM in terms of energy consumption and performance, for example in Refs. 2–11. SPM only consists of decoding circuits, data arrays and output units. Unlike cache, no tag comparison on SPM access is necessary. Therefore, SPM consumes less energy than cache on one access. SPM also contributes real-time predictability because unanticipated access miss like in cache does not occur.

Recently, the scale and the complexity in embedded systems are going to increase. Embedded processors are typically required to execute two or more tasks concurrently. The task scheduling algorithm under the priority is generally employed because high responsiveness is important in real-time systems. However, almost all of previous approaches have focused on the single-task environment. Applying the previous techniques to the multi-task system will result in non-optimal energy savings.

This paper proposes three approaches (i.e., spatial, temporal, and hybrid approaches) which enable energy efficient usage of SPM for multi-task systems. We target on the real-time systems where tasks are scheduled by non-preemptive fixed-priority policy. Each approach is formulated as an integer programming problem. Our approaches solve two problems simultaneously. One is SPM partitioning, which partitions the SPM address space into small regions to be assigned to the tasks. The other is code allocation, which decides, for each task, the program code to be placed in the SPM region.

The rest of this paper is organized as follows. In Section 2, a brief survey on related works is provided. Section 3 describes our approaches for SPM partitioning and code allocation in detail. In Section 4, experimental procedure and results are presented. Finally, Section 5 summarizes the contributions of this paper.
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2. Related Works and Our Strategy

A considerable amount of research on SPM has been conducted so far for energy or performance optimization. Banakar et al. proposed a technique for selecting an on-chip memory configuration from various size of cache and SPM. They indicated that the energy consumption of SPM-based systems is less than that of cache-based systems by 40% on average. In Ref. 3, a compiler-oriented optimization technique to allocate data variables to SPM for performance improvement was proposed. The authors of Ref. 4 formulated the energy optimal code/data allocation to SPM as a 0/1 integer programming problem based on the size of SPM and the energy consumption on each function. Since 0/1 integer programming model is an NP problem in general, several heuristic algorithms were proposed in Refs. 5, 6). The authors of Ref. 5 proposed a data allocation method for SPM based on the value of total conflict factor (TCF). TCF indicates the possibility of data cache conflicts, and a data variable with high TCF value is allocated to SPM in order to minimize cache conflicts. In Ref. 6), a dynamic programming algorithm for allocating code/data to SPM with a polynomial-time complexity was proposed.

Dynamic SPM management techniques were proposed in Refs. 7–9). The authors of Ref. 7) introduced a hardware mechanism for efficient overlay of SPM at runtime. In Ref. 8), the customized instructions for transferring program code between SPM and main memory were proposed. Reference 9) proposed hardware/software concerted approach of managing SPM content dynamically. In Ref. 10), the use of SPM in multiprocessor systems is studied. However, these previous techniques are only applicable to single-task systems.

Verma, et al. proposed the SPM region management scheme which can be applied to the multi-task environment. Each task shares the SPM region in a given way for the purpose of energy minimization. However, the proposed approach in Ref. 11) targets on the time-sharing systems whose tasks are scheduled based on fixed-priority. This means that energy efficient utilization of SPM can be achieved in the real-time systems. Moreover, the integer programming problems we formulate can obtain the optimal solution at a practical computation time.

3. SPM Partitioning and Code Allocation Approaches

In this section, details of the proposed approaches that can be applied to priority-based multi-task systems are described. We present three approaches: spatial, temporal, and hybrid approaches. The spatial approach statically partitions SPM region to among tasks. In the temporal approach, the entire SPM region is assigned to the running task. The hybrid approach combines the prior two approaches. Each approach is formulated as an integer programming problem which simultaneously determines optimal SPM partitioning and code allocation in terms of the energy efficiency. It is noted that this work focuses on the energy reduction for instruction access and code allocation is performed at a function-level granularity.

3.1 Target System Organization

We target an environment where two or more tasks are executed on a single processor. Tasks take dormant, ready and running state as shown in Fig. 1. There are neither an inter-task communication nor synchronization, that is, each task executes independently. All tasks are cyclically activated and the periods of tasks are statically decided.

The tasks are scheduled according to the fixed-priority based policy. The highest priority one among the ready state tasks transits to the running state when no task is running. Also, no task preemption is assumed to be occurred.

\*1 This paper assumes that programs are written in the C language, and term “function” denotes a function of a C program. Note that, in most C programs, the size of a function is much smaller than the size of SPM.
3.2 Definitions

Table 1 describes definitions of symbols used in our integer programming formulation. In our work, the values of \( \text{fetch}_{i,j} \) are obtained by profiling based on instruction-level simulation. However, \( \text{fetch}_{i,j} \) may be varied depending on input data to the task. In that case, their expected values are obtained by giving a set of representative input data and running the task multiple times at the profiling phase.

### Table 1: Definitions of symbols.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{task}_i )</td>
<td>The ( i )-th task, ( 1 \leq i \leq M )</td>
</tr>
<tr>
<td>( \text{period}_i )</td>
<td>The activate interval of ( \text{task}_i )</td>
</tr>
<tr>
<td>( \text{func}_{i,j} )</td>
<td>The ( j )-th function in ( \text{task}_i ), ( 1 \leq j \leq N )</td>
</tr>
<tr>
<td>( \text{fetch}_{i,j} )</td>
<td>The total number of executed instructions in ( \text{func}_{i,j} ) per execution of ( \text{task}_i )</td>
</tr>
<tr>
<td>( \text{size}_{i,j} )</td>
<td>The code size of ( \text{func}_{i,j} )</td>
</tr>
<tr>
<td>( \text{Esaving}_{i,j} )</td>
<td>The energy reduction if ( \text{func}_{i,j} ) is allocated to SPM</td>
</tr>
<tr>
<td>( \text{Eoverhead}_{i,j} )</td>
<td>The energy for transferring ( \text{func}_{i,j} ) from main memory to SPM</td>
</tr>
<tr>
<td>( \text{ESPMgain} )</td>
<td>The difference of energy consumption between SPM and cache on read access</td>
</tr>
<tr>
<td>( \text{E}_{\text{Cache,read}} )</td>
<td>The energy on read access to cache</td>
</tr>
<tr>
<td>( \text{E}_{\text{SPM,read}} )</td>
<td>The energy on read access to SPM</td>
</tr>
<tr>
<td>( \text{E}_{\text{SPM,write}} )</td>
<td>The energy on write access to SPM</td>
</tr>
<tr>
<td>( \text{E}_{\text{read}} )</td>
<td>The energy on read access to main memory</td>
</tr>
<tr>
<td>( \text{SPMsize} )</td>
<td>The total size of SPM</td>
</tr>
<tr>
<td>( \text{hyperperiod} )</td>
<td>The least common multiple of all task period</td>
</tr>
<tr>
<td>( x_{i,j} )</td>
<td>0/1 variables. 1 if ( \text{func}_{i,j} ) is allocated to SPM, otherwise 0.</td>
</tr>
</tbody>
</table>

3.3 Spatial Approach

The spatial approach partitions the SPM region for the tasks. Each task exclusively uses the given SPM region. Figure 2 shows the example for partitioning of SPM into three disjoint regions. The amount of SPM region partitioning to the task depends on access frequency in its functions. The SPM partitioning for the tasks and the code allocation to SPM are statically determined. The contents of SPM are not changed at runtime.

In the spatial approach, many codes with high frequently access become to be allocated to SPM by using the task periods as information. As a result, more efficient usage of SPM space is conducted. Since the functions in a short period task raise frequent execution, the given SPM space to task becomes large. For example, Task1 which takes the shortest period in Fig. 2 occupies large SPM region.

The partitioning of SPM region for the tasks and the allocation of function to the SPM for each task in the spatial approach are formulated as a following integer programming problem.

Maximize: 

\[
\text{Esaving} = \sum_i \sum_j \text{Esaving}_{i,j} \times x_{i,j}
\]

\[
\text{Esaving}_{i,j} = \text{fetch}_{i,j} \times \frac{\text{hyperperiod}}{\text{period}_i} \times \text{ESPMgain}
\]

\[
\text{ESPMgain} = \text{E}_{\text{Cache,read}} - \text{E}_{\text{SPM,read}}
\]

s.t.: 

\[
\sum_i \sum_j \text{size}_{i,j} \times x_{i,j} \leq \text{SPMsize}
\]
fetch_{i,j}, that is, the total number of executed instructions on each function per one execution of task_{i}, is weighted by the task period period_{i}. By finding x_{i,j}’s value, the optimal SPM partitioning and code allocation can be determined at the same time.

3.4 Temporal Approach

As shown in Fig. 3, whole SPM address space is assigned to the currently running task. It is necessary to transfer the program code from main memory to SPM whenever a task transits to the running state (‘MM-SPM copy’ at Fig. 3). The functions allocated to SPM are decided in consideration of the energy consumption on this transferring. The transfer overheads are proportional to the code size of a function. For this reason, a function with not only larger executions but also smaller size is likely to be allocated to SPM space.

An integer programming formulation to decide code allocation in the temporal approach is as follows.

Maximize : \( E_{\text{saving}} = \sum_i \sum_j E_{\text{saving}_{i,j}} x_{i,j} \)

\( E_{\text{saving}_{i,j}} = \text{fetch}_{i,j} \times (E_{SPMgain} - E_{\text{overhead}_{i,j}}) \)

\( E_{SPMgain} = E_{\text{Cache}_\text{read}} - E_{SPM_read} \)

\( E_{\text{overhead}_{i,j}} = \text{size}_{i,j} \times (E_{SPM_write} + E_{MM_read}) \)

s.t. : \( \forall i, \sum_j \text{size}_{i,j} x_{i,j} \leq \text{SPMsize} \)

\( E_{\text{overhead}_{i,j}} \) denotes the energy consumption for transferring func_{i,j}. The maximization of \( E_{\text{saving}} \) is performed under the consideration of \( E_{\text{overhead}_{i,j}} \).

3.5 Hybrid Approach

As shown in Fig. 4, the hybrid approach is a mixture of previous approaches. The amount of SPM capacity used by the spatial approach and the temporal one is given by each partitioning so that the total energy reduction \( E_{\text{saving}} \) becomes the largest. This can achieve more flexible use of the SPM region and more reduction of energy consumption. SPM region where a certain task can use becomes a total of the region partitioned from the spatial region and the region of the temporal approach. An integer programming problem formulated in the hybrid approach is as follows.
Maximize: \( \text{Esaving} = \text{Esaving}_{spt} + \text{Esaving}_{tmp} \)
\[
\text{Esaving}_{spt} = \sum_i \sum_j \text{Esaving}_{spt,i,j} \times x_{i,j}
\]
\[
\text{Esaving}_{tmp} = \sum_i \sum_j \text{Esaving}_{tmp,i,j} \times y_{i,j}
\]

\[
\text{Esaving}_{spt,i,j} = \text{fetch}_{i,j} \times \frac{\text{hyperperiod}}{\text{period}_i} \times E_{\text{SPMgain}}
\]
\[
E_{\text{SPMgain}} = E_{\text{Cache_read}} - E_{\text{SPM_read}}
\]
\[
\text{Esaving}_{tmp,i,j} = (\text{fetch}_{i,j} \times E_{\text{SPMgain}} - E_{\text{overhead},i,j}) \times \frac{\text{hyperperiod}}{\text{period}_i}
\]

\[
E_{\text{overhead},i,j} = \text{size}_{i,j} \times (E_{\text{SPM_write}} + E_{\text{MM_read}})
\]

s.t.: \( \text{SPMsize}_{spt} + \text{SPMsize}_{tmp} \leq \text{SPMsize} \)

s.t.: \( \sum_i \sum_j \text{size}_{i,j} \times x_{i,j} \leq \text{SPMsize}_{spt} \)

s.t.: \( \forall i. \sum_j \text{size}_{i,j} \times y_{i,j} \leq \text{SPMsize}_{tmp} \)

s.t.: \( \forall i. \forall j. x_{i,j} + y_{i,j} \leq 1 \)

Here, the decision variables are \( \text{SPMsize}_{spt}, \text{SPMsize}_{tmp}, x_{i,j}, \) and \( y_{i,j}. \) \( \text{SPMsize}_{spt} \) and \( \text{SPMsize}_{tmp} \) denote the SPM capacity used by the spatial and temporal approaches, respectively. \( x_{i,j} \) denotes a 0/1 variable whose value is 1 if \( \text{func}_{i,j} \) is allocated to the spatial region, and \( y_{i,j} \) denotes that of the temporal region. In formulas on the hybrid approach, the partitioning of SPM into the spatial region and the temporal one, the partitioning of the spatial region for the tasks, and the allocation of the function to the SPM region for each task are simultaneously determined by finding these values.

4. Evaluation and Experimental Results

4.1 Experimental Procedure and Tools

Our experimental procedure is depicted in Fig. 5. Each task code is cross-compiled into a binary code, which is fed to an instruction-set simulator to generate instruction access traces. We assumed a single-issue ARM processor as our target CPU, and the SimpleScalar/ARM simulator\(^{12}\) is used for the instruction-level simulation. The instruction memory subsystem consists of cache and SPM as on-chip memory, and SDRAM as off-chip main memory. The cache organization is 16 KB in size and 4-way in associativity. The size of SPM is selected from 4, 8, 12, and 16 KB. Access power for cache and SPM is calculated based on the CACTI 4.2\(^{13}\), and that for SDRAM is on the Micron System Power Calculator\(^{14}\).

The amount of energy consumption on one read/write access to each memory is presented in Table 2. Also, we do not consider static energy consumptions.

We selected ten benchmark programs from MiBench suite\(^{15}\) as task code shown in Table 3. The second and third rows denote the number of functions and total code size in bytes within each task, respectively. The fourth row denotes the total number of executed instructions per one execution of the task. Note that only the functions which is actually executed are included in Table 3. For each task, the same input data is used for both profiling and evaluation phases. The proposed approaches are evaluated on a synthetic task set as presented in Table 4.

In our experiments, the periods of tasks are set according to the following two
Table 3  Task features.

<table>
<thead>
<tr>
<th>Name</th>
<th># of func.</th>
<th>Code size [bytes]</th>
<th># of executed instr. [×10^4]</th>
</tr>
</thead>
<tbody>
<tr>
<td>bitcnts</td>
<td>123</td>
<td>14476</td>
<td>4966</td>
</tr>
<tr>
<td>bf</td>
<td>103</td>
<td>17912</td>
<td>5240</td>
</tr>
<tr>
<td>cjjpeg</td>
<td>248</td>
<td>52008</td>
<td>2811</td>
</tr>
<tr>
<td>crc</td>
<td>112</td>
<td>33092</td>
<td>6166</td>
</tr>
<tr>
<td>dijkstra</td>
<td>112</td>
<td>50204</td>
<td>6492</td>
</tr>
<tr>
<td>ispell</td>
<td>162</td>
<td>60044</td>
<td>837</td>
</tr>
<tr>
<td>qsort</td>
<td>113</td>
<td>48312</td>
<td>4360</td>
</tr>
<tr>
<td>rawcaudio</td>
<td>82</td>
<td>28616</td>
<td>3769</td>
</tr>
<tr>
<td>sha</td>
<td>113</td>
<td>33972</td>
<td>1354</td>
</tr>
<tr>
<td>tiff2rgba</td>
<td>882</td>
<td>42452</td>
<td>3694</td>
</tr>
</tbody>
</table>

Table 4  Task sets.

<table>
<thead>
<tr>
<th>Taskset</th>
<th># of task</th>
<th>Tasks included</th>
</tr>
</thead>
<tbody>
<tr>
<td>TasksetA</td>
<td>2</td>
<td>bf, tiff2rgba</td>
</tr>
<tr>
<td>TasksetB</td>
<td>4</td>
<td>cjpeg, crc, qsort, tiff2rgba</td>
</tr>
<tr>
<td>TasksetC</td>
<td>6</td>
<td>bitcnts, cjjpeg, dijkstra, ispell, rawcaudio, sha</td>
</tr>
<tr>
<td>TasksetD</td>
<td>8</td>
<td>bitcnts, bf, crc, dijkstra, ispell, qsort, rawcaudio, sha</td>
</tr>
<tr>
<td>TasksetE</td>
<td>10</td>
<td>bitcnts, bf, cjjpeg, crc, dijkstra, ispell, qsort, rawcaudio, sha, tiff2rgba</td>
</tr>
</tbody>
</table>

rules; The periods are proportional to their execution times; The total CPU utilization is 60%. The reason for the latter rule is to guarantee the schedulability of the tasks. It is noted that the total CPU utilization does not affect the effectiveness (in terms of energy saving ratio) of our proposed approaches.

Based on these data, SPM partitioning and code allocation are decided by the proposed approach described in Section 3. The integer programming problems proposed in this paper are solved with an ILP solver glpsol 4.23\(^1\). Task scheduling and cache simulations are performed to measure the number of cache hits and misses. In this paper, the task with shorter period is given to higher priority. We derive the total energy consumption of the task sets from these pieces of information.

4.2 Results and Discussion

We brought a simple approach as baseline to evaluate and compare the benefits of proposed approaches because of lacking a previous approach for priority-based multi-task systems. In this approach, the capacity of SPM is partitioned evenly for each task at first, and then code allocation to SPM about each task is decided by a knapsack problem presented in Ref. 4).

Figure 6 shows the experimental results. The bars show the energy consumption in mJ. The amount of energy consumed in the memory subsystem are analyzed into four factors; access energy of cache hits, that of cache misses (including access energy on the main memory), that of SPM hits, and energy overhead on MM–SPM copy, respectively. ‘xK’ in the x-axis denotes the size of SPM. ‘Smp’, ‘Spt’, ‘Tmp’, and ‘Hyb’ denote the energy consumption of the simple approach, that of the spatial approach, that of the temporal approach, and that of the hybrid approach, respectively.

From these figures, the effectiveness of the proposed approaches is confirmed. Compared with the simple approach, energy savings can be achieved in all situations. At maximum of each task set and each SPM capacity, 28% of energy reduction by the spatial approach, 47% by the temporal and hybrid one was achieved. On average, 12% of energy by the spatial approach, 22% by the temporal one, and, 23% by the hybrid one was reduced.

Next, we focus on an influence exerted by the number of tasks. In TasksetE which includes 10 tasks, the effectiveness of the temporal and hybrid approaches rose when the size of SPM is limited small because of occupation to SPM by the currently running task. In addition, the larger SPM size was, the less energy consumption of the hybrid approach that can combine use of the spatial and temporal approach. Note that total energy consumption of MM–SPM copy is not trivial. A similar tendency was appeared in Fig.6(c) and Fig.6(d). Thus, if the number of task is large, both the temporal and hybrid approach where the running task can occupy parts of SPM region becomes the most effective. On the other hand, the spatial and hybrid approach was more effective in the case that the number of task is small shown in Fig.6(a) and Fig.6(b). This implies SPM–MM transferring is not necessarily needed when the total code size of task set is small.

Additionally, when the proposed approaches applied, 8 KB in SPM size achieve the least energy consumption in any task set. In other words, increasing SPM size...
is not always the best way to reduce energy consumption. Note that increasing SPM size introduces an extra energy on not only MM-SPM transfer but also each read access to SPM if code allocation was enough to perform on small SPM size. The proposed integer programming problems in this paper treat SPM size as an input value of constant. This implies the possibility that SPM size should be decided appropriately for the purpose of energy minimization.

Finally, we focus on the feature of the hybrid approach. As described in Section 3.5, the hybrid approach is a combination of the spatial and temporal approach. Therefore, the amount of energy reduction by hybrid approach should be the maximum among proposed three approaches. However, the hybrid approach was not always show the best result, for example in 4K SPM of Fig. 6(d). We thought this is mainly attributed to the influence on access to cache. Since run-time analysis is required to calculate the number of cache misses, dynamic behavior on cache access was neglected in the integer programming problem we formulated. Nevertheless, it is remarkable contribution that the hybrid approach can achieve the stable energy reduction in all SPM size of all task sets.

5. Conclusions

In this paper, three approaches for partitioning and allocating of SPM in the fixed-priority multi-task systems were proposed. Our approaches give the benefit
on energy reduction in the instruction memory, and are applicable to real-time environments. For each approach, we formulated the integer programming problem. By deriving its solutions, optimal SPM partitioning and code allocation can be simultaneously determined. Experimental results showed the effectiveness of our approaches. Additionally, the hybrid approach that exploits both the spatial and temporal approaches together obtained the best result especially when the number of tasks is large.

SPM partitioning and code allocation are statically decided in our approaches. However, if they were changed dynamically, more energy reduction can be achieved. In future, a dynamic solution to decide SPM partitioning and code allocation will be studied. Also, we intend to extend the approaches for data memory subsystems and preemptive multi-task environments.
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