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Coarse-grained reconfigurable arrays, or CGRAs in short, have drawn increasing attention recently due to their performance and flexibility. They provide flexibility through reconfiguration, which is not attained with fixed hardware such as traditional ASICs. They also provide performance through highly parallel architecture, which is hardly achieved with basically sequential software running on full-blown processors. There have been many researches on CGRAs, and many of them are commercialized or in practical use. However, they still face some challenges that are to be addressed for their widespread use. In this paper, we survey existing CGRA architectures as well as existing approaches to the mapping of applications onto the architectures.

1. Introduction

With the ever-increasing requirements for more flexibility, higher performance, and lower power consumption in embedded systems design, there have been continuous efforts on finding new architectures that fit better with the requirements. ASIC design approaches have been used for many years for their merit in performance and power consumption. Recently, processor cores are replacing ASICs mainly due to the flexibility of software implementation. It allows reusing existing architectures and debugging without involving hardware redesign, thereby helps reduce time-to-market as well as development cost. In general, however, the performance of software implementation is orders of magnitude lower than that of hardware implementation, even with much larger power consumption. It is a current trend to integrate multiple cores on a chip to alleviate such problem, but software only implementation is not yet a solution for high-end embedded systems. As an alternative solution, one can consider using coarse-grained reconfigurable arrays (CGRAs). They provide flexibility through reconfiguration, which is not achieved with fixed hardware such as traditional ASICs dedicated to a single functionality. They also provide performance through highly parallel architecture, which is not possible with basically sequential software running on full-blown processors. Conversely speaking, of course, the performance of CGRAs cannot be as high as that of dedicated hardware and the flexibility cannot be better than that of software. Figure 1 (slightly modified from the figure in Ref. 1) is a conceptual view that shows where typical CGRAs are positioned in the performance-flexibility tradeoff space. We can say the same about power efficiency or area efficiency instead of performance. It is therefore important to design CGRAs such that the performance, power, area, and flexibility merits are best utilized.

The difference between fine-grained reconfigurable arrays (FGRAs) and CGRAs is in the granularity of reconfiguration. An FGRA such as field-programmable gate array (FPGA) typically consists of an array of gates (or bit-level logic blocks) and flip-flops, and the reconfiguration is performed at the bit-level. The reconfigurable array used in Garp also belongs to this class. On the other hand, a CGRA typically consists of an array of ALUs and registers, and the reconfiguration is performed at the word-level. For an implementation of random logic operations, FGRAs can provide a more efficient solution. However, for word-level operations, CGRAs can provide better optimized computation elements. In addition, since CGRAs have much less number of program points, the size of configurations (sometimes called contexts or instructions for the PEs) is much smaller compared to the size of the bitstream used for programming FGRAs. Therefore, the overhead of reconfiguration of a CGRA is much lower than that of an FGRA, thereby making it easy to reconfigure a CGRA dynamically.

There have been many researches on CGRA [3–18], and some CGRAs have been commercialized directly or indirectly [19,21,22]. However, they still face some challenges that are to be addressed for their widespread use. First, they need to further improve the performance and reduce the power consumption without increasing silicon area much. It is important for differentiating them from software implementation. In particular, area and power efficiency is important when
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Compared to software implementations on many-core architectures. More importantly, programming CGRAs must be as easy as parallel programming, if not easier.

In this paper, we survey existing CGRA architectures and see how to enhance them in terms of performance, power consumption, and area cost. In addition, we survey existing approaches to the mapping of applications onto CGRAs since it is one of the most challenging problems to be solved.

2. CGRA Architectures

There have been various CGRAs with different target domains of applications and different tradeoffs between flexibility and performance. In Ref. 23), Hartenstein summarized many CGRAs that had been suggested until 2001. Those CGRAs can be classified into two groups: linear reconfigurable array and mesh-based reconfigurable array. Most of them comprise a fixed set of specialized PEs and interconnection fabrics between them. The run-time control of the operation of each PE and the interconnection provides the reconfigurability. Mesh-based reconfigurable arrays arrange their processing elements (PEs) as a rectangular 2D array with horizontal and vertical connections, which support rich communication resources for efficient parallelism. In the case of linear reconfigurable arrays, they support pipelined execution for stream-based applications with static or dynamic reconfiguration.

RaPiD (Reconfigurable Pipelined Datapath) and PipeRench have a linear array structure. RaPiD provides different computing resources like ALUs, RAMs, multipliers and registers. Figure 2 shows a basic RaPiD cell, which is replicated left or right to form a complete array. These resources are irregularly distributed on one dimension and are mostly reconfigured in a static way using bus segments, multiplexers, and bus connectors. However, PipeRench relies on dynamic reconfiguration, allowing the reconfiguration of a processing element (PE) in each execution cycle. It consists of stripes composed of interconnects and PEs with registers and ALUs. The reconfigurable fabric allows the configuration of a pipeline stage in every cycle, while concurrently executing all other stages.
Figure 3 shows the architecture of PipeRench. Such linear array structures are good for applications that can be executed in the form of linear pipeline. However, mapping of an application that performs 2D data processing or forks into multiple branches onto such an architecture will be inefficient and require many global or non-local interconnects.

Most of the CGRAs have 2D array structures\(^\text{31,5,6,8–10,12,14–16}\). REMARC\(^\text{12}\) (Reconfigurable Multimedia Array Coprocessor) and MorphoSys\(^\text{14}\) are representative examples of 2D array architectures. REMARC consists of a global control unit and an \(8 \times 8\) array of 16-bit nano processors. A nano processor consists of an ALU, a 16-entry data RAM, an 8-entry register file, data input registers, and data output registers. The configuration for each nano processor is stored in the 32-entry instruction RAM to support MIMD execution model as well as SIMD model. However, each nano processor does not directly control the instructions it executes. Every cycle, the nano processor receives a PC value called nano PC from the global control unit. All nano processors use the same nano PC and execute the instructions indexed by the nano PC in their nano instruction RAM.

Figure 4 shows the architecture of REMARC.

As shown in Fig. 5, MorphoSys consists of Tiny RISC processor, RC (Reconfigurable Cell) array, frame buffer, context memory and DMA controller. RC array is an \(8 \times 8\) array of ALUs that performs 16-bit operations based on SIMD programming model. The ALUs are connected by a multilevel interconnection network having abundant interconnect resources as compared to a simple mesh network. The frame buffer consists of two sets of memory thereby supports double buffering, which helps hide communication overhead. The DMA controller
is used to perform more efficiently the data transfer between the frame buffer and the main memory. Depending on applications, however, the communication between the frame buffer and the main memory through a 32-bit bus can still be a bottleneck of the overall system performance.

The MorphoSys M1 chip, implemented with 0.35 \( \mu \)m CMOS technology, has an area of 14 mm \( \times \) 12 mm and shows peak performance of 6.4 GOPS on 16-bit data at 100 MHz clock frequency with 3.3 V power supply. It is reported in Ref. 14) that MorphoSys shows performance about 23 times higher than Pentium MMX \(^25\) for motion estimation of MPEG2 encoder. Pentium MMX has 4.5 million transistors consuming 7.9 W typical power, whereas MorphoSys has about 1.56 million transistors consuming less than 5 W power for the motion estimation. In general, compared to general purpose processors, 2D array CGRAs like Morphosys can achieve enormous speedup with much less power consumption using abundant PEs for applications with high degree of data-parallelism.

Many more new CGRAs have been continuously proposed and evolved \(^{17\text{--}19\text{,}21\text{,}22}\). ADRES \(^{17}\) (Architecture for Dynamically Reconfigurable Embedded System) is a VLIW architecture tightly coupled with a reconfigurable array of PEs. Figure 6 shows the architecture of ADRES having two views: VLIW view and reconfigurable matrix view. The reconfigurable matrix part works as a co-processor of the VLIW part and so their executions never overlap with each other, which allows them to share some physical resources. The tight coupling also allows the VLIW processor and the reconfigurable matrix to communicate efficiently. However, since they cannot execute concurrently, the code running on the VLIW processor and the rest of the code accelerated on the reconfigurable matrix may not be pipelined efficiently. For the VLIW processor, several functional units (FUs) are allocated and connected together through one multi-port register file (RF). These FUs are more powerful in terms of functionality and speed compared with those in the reconfigurable matrix. For example, they can execute operations such as branch operations which are not supported in the reconfigurable matrix. Some of these FUs are connected to the memory hierarchy, depending on available ports. Thus the data access to the memory is done through the load/store operation available on those FUs.

For the reconfigurable matrix part, it shares the FUs and RF of the VLIW processor. The access to the memory is performed through the VLIW processor’s FUs. Since the reconfigurable matrix will usually process a lot of data concurrently, it may need a big memory to store the data. It may use the multi-port RF for this purpose, but the cost of the RF will grow much faster than its capacity. Alternatively, it may access the external memory through the VLIW processor’s FUs. In this case, however, the long latency will degrade the overall system performance. Apart from the FUs and RF shared with the VLIW processor, there are a number of reconfigurable cells (RC) which also contain their own FUs and RFs as shown in Fig. 6. The FUs can be heterogeneous (different RCs in the matrix can have different types of FUs) supporting different operation sets. To remove the control flow inside loops, the FUs support predicated operations. Other components in the RCs are common to most CGRAs. For example, the multiplexors are used to direct data from different sources. The configuration RAM stores a few configurations locally, which can be loaded on a cycle-by-cycle basis to control the behavior of the basic components. The configurations can also be loaded from the external memory at the cost of extra delay, if the local configuration RAM is not big enough.

FloRA \(^{18}\) (Floating-point Reconfigurable Array) has a 2D homogeneous array of PEs and a RISC processor connected by a bus as shown in Fig. 7. One salient feature of this CGRA is that the PEs in the array can be paired to compute
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Fig. 6 ADRES architecture \(^{17}\).
floating-point operations. As floating-point applications such as 3D graphics become more prevalent, acceleration of floating-point operations become more important. More recent version \(^{26}\) of FloRA has memory-centric communication between the RISC processor and the PE array instead of bus-centric communication as shown in Fig. 8. This helps avoid the bottleneck problem caused by the communication through a bus. The central memory is divided into several smaller memory blocks, with each part connected to its own master (processor, PE array, network/bus interface are masters). Communication can be done by switching the connections between the masters and the memory blocks. Each memory block can be implemented as a single port memory and therefore costly multi-port memory implementation is not necessary. However, there is some overhead in implementing the communication switch between the masters and memory blocks with a crossbar.

DRP \(^{19}\) (Dynamically Reconfigurable Processor) from NEC is one of the commercially used CGRAs. It consists of an array of Tiles, each of which is an array of PEs. Figure 9 shows the architecture of DRP-1 containing 4 × 2 Tiles, with
each Tile consisting of an $8 \times 8$ array of PEs. Each Tile also has a State Transition Controller (STC), Vertical MEMories (VMEMs), and Horizontal MEMories (HMEMs). Each PE has an 8-bit ALU, an 8-bit DMU (Data Manipulation Unit: for shift/mask operations), an 8-bit $\times$16-word register file, and an 8-bit flip-flop. It also has a 16-depth instruction memory, whose instruction pointer is set by the STC in the Tile. According to the evaluation with stream applications presented in\textsuperscript{20}, DRP with eight Tiles running at 33 MHz shows five times higher performance than Pentium IV running at 2.5 GHz for Viterbi decoder and six times higher performance than MIPS64 running at 500 MHz for Block Cipher RC6.

XPP\textsuperscript{21} (eXtreme Processing Platform) from PACT is another example of commercial CGRA. Figure 10 shows the architecture of an XPP-III Core. It contains a rectangular array of three types of PAEs (Processing Array Elements). Those in the center of the array are ALU-PAEs. To the left and right side of the ALU-PAEs are RAM-PAEs with I/O. On the right side of the array, there is a column of FNC-PAEs (Function-PAEs). The ALU-PAEs and RAM-PAEs comprise a dataflow array, which can process dataflow graphs efficiently. An FNC-PAE contains a complete VLIW-like sequential processor kernel and is suitable for processing control-oriented part of the application. The horizontal routing buses between XPP objects (ALUs, RAMs, I/O objects, etc.) can be segmented by configurable switch objects. The buses include n-bit data buses and 1-bit events buses. The XPP Core data bitwidth (for ALUs, RAMs, and data buses) can be chosen from 16, 24 or 32 bit. Vertical routing connections are provided within the ALU- and RAM-PAEs. Between the FNC-PAEs, there is an additional dedicated vertical routing connection. When the dataflow array is used, a FNC-PAE instructs a DMA controller to configure the ALU- and RAM-PAEs as well as the communication network from external memory. Each configuration word contains the address of the PAE and XPP object to be configured and the configuration value (ALU operator, bus connection etc.) and enters the dataflow array through its configuration interface. The I/O objects allow to cascade XPP Cores and to access external streaming data sources or destinations or external RAM.

The picoArray\textsuperscript{22} from picoChip is yet another example of commercial CGRA.
Figure 11 shows the architecture of PC101, the initial version of the picoArray, which contains 430 heterogeneous processors. The processors are connected together using 32-bit unidirectional buses called picoBus and bus switches as shown in Fig. 12. The inter-processor communication protocol implemented by the picoBus is based on a time division multiplexing (TDM) scheme. There is no run-time bus arbitration, so communication bandwidth is guaranteed as scheduled by software and controlled using the bus switches. Signals may be point-to-point, or point-to-multi-points. Faster signals can be allocated time-slots more frequently than slower signals. All of the processors in the picoArray are 16-bit, 3-way VLIW processors. The basic structure of the processors is also shown in Fig. 12. Each processor has its own small memory (between 1 KB and 32 KB), which is organised as separate data and instruction banks (i.e., a Harvard architecture). The processor contains a number of communication ports, which allow access to the interconnect buses through which it can communicate with other processors. Each processor is programmed and initialised using a special configuration bus.

3. Architecture Optimization

With the development of various architectures, it has been an important issue to optimize the architectures for given applications or application domains. There have been quite a few attempts to solve the problem through an exploration of architectural parameters such as number of PEs, number of interconnects, number of registers, etc. 27–30

KressArray Xplorer 27 is an interactive design space exploration (DSE) environment that assists the user in optimizing the architecture of KressArray for a given application domain, considering KressArray as an architecture template rather than a single architecture instance. Figure 13 shows the overall design flow of KressArray Xplorer. It provides a language called ALE-X to describe the application to be mapped onto a KressArray. Given the ALE-X description, it generates an expression tree and measures the complexity of the tree to estimate the minimal requirements for the architecture and then determines the initial architecture for the exploration process. It also provides a mapper and scheduler, where the mapper performs simulated anealing based placement and routing of
the operations in the application onto the KressArray, and the scheduler produces schedules for both global bus and row/column buses. Then the results are analyzed so that the user can redefine architectural parameters, modify the mapping results, and/or tune the optimization parameters (e.g., parameters for the simulated annealing). The architectural parameters include array size, functionality of certain PEs, number and maximum length of nearest neighbor connections, number of buses, etc.

ADRES is also regarded as an architecture template rather than a fixed architecture instance. Even the internal organization of each PE is not fixed, but FUs and RFs can be put together in several ways. For example, two FUs can share one RF. **Figure 14** shows the DRESC (Dynamically Reconfigurable Embedded System Compiler) framework that has been suggested in Refs. 28) and 31) to explore the architecture design space and generate a good instance of ADRES. The design flow starts from a C-language description of the application. The profiling/partitioning step identifies the candidate loops for mapping on the reconfigurable matrix based on the execution time and possible speedup. The flow uses IMPACT \(^{32}\), a compiler framework mainly for VLIW, to parse the C code, do some analysis and optimization, and emit an intermediate representation called Lcode, which is used as the input for scheduling. On the other side in the flow, the target architecture is described in an XML-based language to specify the overall topology, supported operation set, resource allocation, and timing. The specified architecture is translated to an internal representation to facilitate modulo scheduling of the operations in the application kernels on the reconfigurable matrix. For the non-kernel code, ILP scheduling is used to generate code for the VLIW processor.

The DRESC tool chain can be used for architecture exploration. However, deriving an optimal instance from the architecture template requires the determination of many architectural parameters such as the numbers of FUs and RFs, the interconnection topology, the operation set each FU supports, and the sizes of the distributed RFs. Moreover, the trade-offs involved in choosing the optimal architectural parameters are not obvious. In Ref. 28), they just try to explore the effects of varying important architectural aspects including interconnection patterns, heterogeneous FUs, memory ports, and distributed RFs to obtain a pointer to a better architecture design and a better insight into the effect of different parameter choices and their interaction.

The DSE flow presented in Ref. 29) considers resource sharing and pipelining. It assumes that an area critical resource is not directly contained in each PE of the architecture but is shared among a set of PEs. **Figure 15** (a) shows an example where two multipliers are shared among four PEs in each row of the PE array. The area critical resources can be pipelined not to slow down the clock and at the same time to enhance their utilization. Since there are various ways of allocating and placing the shared resources (see **Fig. 15** (b)), DSE is needed to obtain an optimal or near optimal architecture. As shown in **Fig. 16**, the DSE flow starts from a set of applications in the target domain. The applications are profiled to extract critical loops and the base architecture is determined through
the first phase of DSE. The parameters of the base architecture determined in this phase include the numbers of rows and columns and the functionalities of each PE. Also determined are the interconnect resources, typically by adding more vertical and/or horizontal interconnects to a basic mesh structure. Then the loops are mapped on the base architecture and the RSP (Resource Sharing and Pipelining) parameters are determined through the second phase of DSE. The RSP parameters include the types of shared functional resources, the types of pipelined resources, the number of pipeline stages of the pipelined resources, the number of rows and columns of the shared resources. During the second phase of DSE the performance is estimated roughly by inserting stall cycles due to lack of resources or multi-cycle operations.

There have been researches on interconnect optimization in terms of performance or energy consumption. The approach in Ref. 33) explores the network topology to study the effects of three aspects of network topology exploration on the performance: (a) changing the interconnection between PEs, (b) changing the way the network topology is traversed while mapping operations to the PEs, and (c) changing the communication delays on the interconnects between PEs. Figure 17 shows an example of different connection topologies that can be explored by this approach. In Ref. 30), interconnect architecture explorations have been suggested for low energy. Because CGRA has complex interconnection for performance and flexibility, energy consumption due to the interconnection
can be significant. In Ref. 30), the authors present an energy and performance-aware exploration for the interconnect of the ADRES architecture. They use the framework shown in Fig. 18 for the exploration, where the energy consumption is estimated based on the activation trace generated by the simulator.

Considering that the memory for storing configurations is another source of significant power and area consumption, Ref. 34) proposes a power conscious configuration cache structure. One of the key ideas of this paper is to pipeline the fetched configurations to the next columns instead of fetching each column’s configurations directly from the configuration cache. To implement this, the authors add pipeline registers to the PE array such that the configurations fetched to the first column of the array are pipelined to the next columns. This concept works well with loop pipelining, which can be easily implemented by mapping each iteration of the loop on a different column of the PE array through temporal mapping. Temporal mapping is used since all the operations in the loop body are to be executed on a single column. Figure 19 shows the PE array with pipeline registers and the hybrid structure of spatial cache and temporal cache. When spatial mapping is done, the spatial cache is used. In this case, all PEs can perform different operations like MIMD (Multiple Instruction, Multiple Data). When temporal mapping is done, the temporal cache is used. In this case, all PEs in a column can perform different operations but the PEs in a row perform the same operation like SIMD (Single Instruction, Multiple Data), but off by one cycle per iteration. There are also many other approaches to DSE and optimization of CGRAs including the one for register file architecture optimization 35) and the one for DSE of a CGRA for software-defined radio 36).

4. Application Mapping onto CGRAs

For CGRAs to be adopted widely, they should be easy to use. In particular, the application should be easily programmed, compiled, and mapped onto the target system containing a CGRA. If the programmer should specify explicitly a part of the program that is to be mapped onto the CGRA, then it will be good to have a programming model which is easy to understand and follow so that the programmer’s productivity is not degraded much. It will be even better if the programming can be done in a conventional way and the compilation and mapping processes automatically identify compute-intensive kernel parts of the
program and map them onto the CGRA to obtain the best result. With the tools available today, profiling and partitioning are not fully automated but typically done manually with the help of the tools.

Once the kernel parts of the program (typically loops) are identified, they are mapped onto the CGRA. However, the mapping is not an easy process because of the high complexity of the problem that requires compiling the kernel parts for the target architecture of dynamically reconfigurable array of PEs, with additional complexity of dealing with limited routing resources. It is more difficult than simply compiling the kernels for a processor target, since it requires maximally exploiting the parallelism provided by the abundant PEs. Even if we compare it with compiling for a VLIW processor with multiple functional units, it is still more difficult since there are many more PEs (a PE is more complex than a simple functional unit) in a CGRA, and the interconnect resources should also be considered at the same time. The mapping of an application kernel onto a CGRA is similar to the synthesis from an HDL (hardware description language) description for an FPGA target. It requires placement of the operations onto a PE array (instead of a gate array) and routing between them. A difference is in the granularity of the operations; CGRA deals with word-level operations and FPGA deals with bit-level operations. A more important difference, however, is that a PE in a CGRA is dynamically shared among many operations whereas a logic block in an FPGA is typically dedicated to its own operation. These all together create new challenges for the mapping of applications onto a CGRA.

There have been many researches on developing mapping tools that exploit parallelism found in the applications as well as abundant computation resources of the target CGRAs. The approach in Ref. 14) for MorphoSys uses GUI-based design tools called mView (for manual mapping), mLoad (for generating contexts from the mapping result), and mcc (for generating TinyRISC instructions to control the PE array execution) to manually generate a mapping (see Fig. 20). Such an approach may have difficulty in handling big designs. The approach in Ref. 38) focuses only on instruction-level parallelism, failing to fully utilize the resources in CGRAs, which is possible by exploiting loop-level parallelism. More recent approaches 31), 39)–43) better exploit the parallelism provided by the abundant resources in the target CGRA.

The approach in Ref. 31) adopts modulo scheduling to maximally exploit loop-level parallelism. Modulo scheduling is a framework within which algorithms for software pipelining of innermost loops may be defined 44). It generates a schedule for one iteration of the given loop such that the same schedule is repeated at regular intervals while satisfying intra- and inter-iteration dependency and resource constraints. The interval, termed initiation interval (II), reflects the performance (throughput) of the scheduled loop. For the scheduling of operations on a CGRA, placement and routing (P&R) problem should also be solved. So the problem is more complex than a simple modulo scheduling problem. Figure 21 shows an example of mapping a dataflow graph onto a $2 \times 2$ array of PEs using modulo scheduling 45).

The scheduling problem can be formulated as a mapping of a dataflow graph $G_1=(V_1, E_1)$ onto a MRRG (modulo routing resource graph) $G_2=(V_2, E_2, II)$. The dataflow graph models the given loop and the MRRG models the routing resources of the target architecture replicated each cycle along the time axis. Thus each node $v$ in the set of nodes $V_2$ is a tuple $(r,t)$, where $r$ refers to a port of a resource and $t$ refers to the time stamp. The edges in $E_2$ corresponds to possible connections between nodes in $V_2$. The algorithm starts with an II equal
to MII (minimum initiation interval), and tries successively larger II, until the loop is scheduled. For each II, it first generates an initial schedule satisfying the dependency constraints, but may overuse resources. For example, more than one operation may be scheduled on one FU at the same cycle. In the inner loop, the algorithm iteratively reduces resource overuse and tries to come up with a legal schedule, using simulated annealing. Thus, at every iteration, an operation is placed randomly in a new location. The connected nets are rerouted accordingly. Then a cost function is computed to evaluate the new P&R. If the new cost is lower than the old one, the new P&R of this operation is accepted. Even if the new cost is higher, there is still a chance to accept the move, depending on the temperature, which helps to escape from a local minimum. The temperature is gradually decreased from a high value. So the operation becomes increasingly difficult to move. The cost function is constructed by taking overused resources into account. The penalty associated with them is increased every iteration. If the algorithm runs out of time budget without finding a valid schedule, it starts with the next II. This algorithm is time-consuming.

The above approach for modulo scheduling relies on simulated annealing which can result in a long convergence time for loops with modest numbers of operations. The approach in Ref. 40 speeds up the mapping process through edge-centric modulo scheduling (EMS) rather than conventional node-centric modulo scheduling (NMS). Thus, instead of assigning operations to PEs before the routing of data communications, this approach defers the placement decision until routing information is discovered. The example in Fig. 22 shows how it achieves speedup compared to the node-centric approach. Given the hypothetical 1 × 5 CGRA in Fig. 22(a), two producer operations P1 and P2 have already been placed and the consumer operation C is going to be placed. NMS may place C by visiting all empty slots as shown in Fig. 22(b). The slots with dotted circles are failed attempts where the scheduler could not route data from P1 or
P2 due to resource conflicts. After visiting those slots, the scheduler successfully places C at slot (3,4), i.e., on PE 3 (FU 3 in the figure) at time 4. On the other hand, EMS begins with the edge from P1 to C, instead of scheduling operation C directly. While routing the edge, if an empty slot is encountered, the scheduler temporarily places the target operation C and checks to see if there are other edges connected to the consumer; if so, it recursively routes those edges. In the example, when the router visits slot (2,1) in Fig. 22 (c), it temporarily places C there and recursively calls the router function to route the edge from P2 to C. When it fails to route the edge, it resumes the routing from slot (2,1). This process is continued until it finds a solution at slot (3,4). So, slots (2,1), (2,2), (2,3), (2,4), and (3,4) are all visited in one routing call, thus making the approach much faster. This approach has a greedy nature and the solution can easily fall into local minima, which is addressed by employing several other techniques.

The approach in Ref. 39) takes compilation approach to map applications onto parameterizable generic CGRAs. For a better mapping result, it considers the memory bottleneck problem, which typically limits the performance of many applications executed on a CGRA. The mapping flow starts with microoperation trees that represent a given loop body. Then it partitions the tree such that the set of microoperations in each partition can be mapped to a PE and executed with a single configuration. Now the problem becomes placing the partitions onto the 2D array of PEs. It is solved by two-levels of mapping: line-level mapping and plane-level mapping. The line-level mapping groups together the partitions such that the total number of memory operations in each group does not exceed the capacity of the memory interface bus. Then the plane-level mapping stitches together the line placements on the 2D plane of PEs.

The approach in Ref. 42) uses a high-level synthesis (HLS) tool for the mapping of applications in the C language or BDL (behavioral design language: extension of C with some constructs removed) onto the DRP architecture shown in Fig. 9. The HLS tool generates a multi-context Verilog code including a finite state machine (FSM) that is mapped onto the STC. As shown in Fig. 23, each context basically corresponds to a control step of the HLS result. However, multiple steps can be combined to be mapped into a single context to reduce the number of contexts and achieve better area efficiency. Also PE can be chained and in this case wire delays should be considered. Since accurate wire delays cannot be obtained before P&R, a typical wire delay between PEs are added to each operational delay. Figure 24 shows the overall mapping flow and environment.

![Fig. 23](image-url) Basic relationship between control steps and contexts

![Fig. 24](image-url) Overall mapping flow and environment for DRP
The approach in Ref. 43) also adopts HLS techniques to map applications onto FloRA architecture. It handles loop-level parallelism by applying loop unrolling and pipelining techniques. For the mapping, it first applies the list scheduling algorithm to find an initial solution and then refines the solution using the quantum-inspired evolutionary algorithm (QEA)\(^46\). QEA is an evolutionary algorithm that is known to be very efficient compared to other kinds of evolutionary algorithm. It has been first used for optimizing electronic designs in Ref. 47). The QEA, like genetic algorithms, generates tens or hundreds of possible cases (through rotation instead of crossover operation) and evaluates each case to choose the best solution. The fitness function that we use for the QEA is the performance, which is the inverse of the total latency. The solution is then used to produce the next generation. This iterative improvement continues until there is no improvement during a given time interval or the total latency hits the pre-calculated lower bound of optimal latency. Since the QEA starts with a relatively good initial solution obtained by the list scheduling, it tends to reach a better solution sooner than starting with a random seed. When the schedule and binding of each vertex are determined, it tries to find the routing path among the vertices with unused remaining PEs to see if these schedule and binding results violate the interconnect constraint. It considers a Steiner tree (instead of a spanning tree) for multiple writes from a single source. Figure 25 shows the overall mapping flow for FloRA. Aside from the QEA-based mapping, it also provides optimal solutions based on integer linear programming (ILP). However, since the ILP-based mapping takes long time, it can be applied only to small examples.

5. Concluding Remarks

For a fixed application, CGRAs cannot beat hardware implementations in terms of performance, power, and area. In terms of flexibility, they can hardly beat general purpose processors. However, CGRAs may have the best architecture that can provide hardware-like performance and software-like flexibility at the same time, while maintaining reasonably low power consumption and area. Therefore, for a CGRA, it is important to find its own sweetspot in the target system’s design space and optimize it to maximally exploit its merits.

There have been many researches on devising/improving the architectures of CGRAs and their development environments. In particular, the interconnection architecture within the PE array has been an important issue of those researches. From the entire system’s perspective, however, devising an efficient interconnection architecture between the PE array and external memory/processor will be a more important research direction.

Another future direction is integrating multiple (and maybe smaller) CGRAs in a system, where each of the CGRAs can be optimized such that multiple concurrent tasks can be accelerated at minimal costs in terms of area, power, performance, and flexibility. This again requires researches on efficient interconnection networks among the CGRAs, other processing elements, and memories.

Yet more important issue is developing good programming models and compilers for seamless mapping of application software onto the processor-CGRA
combined systems, so that the architecture does not put too much burden on the application developer. This requires researches on automatically generating code for the interface between the code blocks executed on processors and CGRAs, in addition to the researches on traditional issues of parallel programming. Since it heavily depends on the interface architecture, the researches may have to consider hardware-software codesign.
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