A 3D FPGA Architecture to Realize Simple Die Stacking
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Abstract: To balance between cost and performance, and to explore 3D field-programmable gate array (FPGA) with realistic 3D integration processes, we propose spatially distributed and functionally distributed types of 3D FPGA architectures. The functionally distributed architecture consists of two wafers, a logic layer and a routing layer, and is stacked by a face-down process technology. Since vertical wires pass through microbumps, no TSVs are needed. In contrast, the spatially distributed architecture is divided into multiple layers with the same structure, unlike in the functionally distributed type. This architecture can be expanded to more than two layers by stacking multiples of the same die. The goal of this paper is to elucidate the advantages and disadvantages of these two types of 3D FPGAs. According to our evaluation, when only two layers are used, the functionally distributed architecture is more effective. When higher performance is achieved by using more than two layers, the spatially distributed architecture achieves better performance.
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1. Introduction

With the scaling down of device dimensions on semiconductor wafers, the speeds of integrated circuits have been improved greatly. However, as process shrinking has proceeded into scales much smaller than micrometers, the problems of circuit delay and power leakage have become critical. This is especially true for field-programmable gate arrays (FPGAs), where the routing resources account for the majority of chip area and circuit delay performance. Employing three-dimensional (3D) integration technologies to vertically stack several silicon dies is considered as one way to solve this problem.

Conventional 3D FPGAs are classified into spatially distributed types and functionally distributed types on the basis of the distribution of die stacking. Spatially distributed 3D FPGAs are realized by stacking a set of similar silicon dies. Such 3D FPGAs employ a number of through-silicon vias (TSVs) in 3D switch boxes (SBs) to ensure high routability [1], [2]. The relation between TSVs and SBs is such that when the channel width (CW) is 50, 100 inter-layer connections will be necessary in each SB. In light of the size of microbumps and TSVs, such architectures will be infeasible to scale down in the near future due to the area overhead. In contrast, functionally distributed types specialize each layer to one function. Existing FPGAs [3] have a structure in which logic circuits and configuration memory bits are placed on different layers. In this type, circuits on each layer are optimized separately. However, the connections between layers are specialized to each design, and so the generalization of connections is difficult. Therefore, although 3D stacking technology is very attractive, effective 3D FPGA architectures with good cost and performance are yet to be introduced.

The development of computer-aided design (CAD) tools for 3D FPGA is also crucial. The design flow differences between 2D and 3D FPGAs occur in processes after logic clustering. First, logic blocks (LBs) are distributed into several layers. Then, intra- and inter-layer placement and routing are performed. In Ref. [4], TPR, an open-source 3D FPGA placement and routing tool, was developed to handle second-step processes. TPR is based on VPR 4.0. This tool was published over a decade ago, however, and therefore does not support some recent FPGA architectures. A design flow to explore minimal vertical connections is proposed in Ref. [2], but the details of their novel tools are not mentioned.

To balance cost and performance, and to explore 3D FPGA architectures with realistic 3D LSI processes, we present two facile 3D FPGA architectures to distinguish between the features of functionally distributed and spatially distributed approaches. (1) Functionally distributed approach: This FPGA consists of two wafers (a logic layer and a routing layer) and mitigates the side effects of vertical wires [5]. Since vertical wires pass through microbumps by using face-down stacking, no TSVs are needed. By dividing routing resources into two layers, a smaller tile can be achieved. Smaller tile sizes result in shorter routing wires and faster signal transport, which improves routing performance. (2) Spatially distributed approach: This FPGA is divided into multiple layers that have the same structure, unlike in the functionally distributed type. This architecture can be expanded to more than two layers. To decrease total number of vertical connections, vertical wire between layers is limited to outputs of logic cluster.
tages and disadvantages of these two types of 3D FPGAs. The rest of the paper is organized as follows. Section 2 discusses the proposed 3D routing architecture. Section 3 describes the design flow and CAD tools. Section 4 describes the evaluation process and results. Conclusions and directions for future research are given in Section 5.

2. Proposed 3D FPGAs

2.1 3D Integration and Basic Tile Structure

Figure 1 shows the cross-sectional structure of a 3D LSI circuit fabricated by Koyanagi’s 3D integration technology [6]. The thinned upper layers are stacked face-up onto a thick LSI wafer that is face-up (Fig. 1(a)). Figure 1(b) shows the arrangement when the thinned upper layers are stacked face-down onto the thick LSI wafer. If the number of layers is limited to two, no TSVs are needed.

It is important to balance cost and performance when deciding on a 3D FPGA architecture. To this end, we consider the homogeneous (uniform) tile structure [7]. To treat various array sizes in a similar manner, it is important to simplify the tile structure. In this paper, the proposed 3D FPGAs are based on a homogeneous tile structure (Fig. 2).

2.2 Functionally Distributed 3D FPGA Architecture

Figure 3 shows details of the structures in the functionally distributed 3D FPGA. There are two layers in the architecture examined in the current research: a logic layer and a routing layer. The tiles on the logic layer have an LB and a small part of the routing resources; the tiles on the routing layer have only routing resources. The difference between conventional and proposed 3D SBs is that the 3D connections are made at the LB input and output pins. The number of inter-layer connections within one tile is equal to the total number of LB input and output pins. The number of LB inputs I is determined by the following formula [8].

\[ I = \frac{K}{2} \times (N + 1) \]  

(1)

Here, K is the number of logic cell inputs, and N is the cluster size. The number of vertical wires per one tile are \( I + N \). For example, when \( K = 6 \) and \( N = 4 \), the numbers of LB inputs and outputs are 15 and 4, respectively. Therefore, the number of vertical connections per tile is 19.

We next discuss a method for determining the minimum width of the routing track channel for the two layers. To find this, we first set the initial CW of the logic layer to 1.5 times the number of LB input pins. Then, the areas used by the small part of connection blocks (CBs) and SB on logic layer can be calculated as the routing area of the logic layer; the tile area of the logic layer is the sum of the logic and small routing resource to connect neighbor LBs. The CW of the routing layer is calculated by allocating the size of the routing area as the size of the logic layer tile area.

We next perform routing. If the routing is successful, then the next trail of the logic layer will have its CW set to half the current one. If routing fails, the CW of the next trail of the logic layer will be set to twice the current one. This process is repeated until the minimum CW that can lead to successful routing is found.

By dividing routing resources into two layers, we can achieve a smaller tile. Smaller tiles allow shorter routing wires and thereby enable faster signal transport, which improves the routing performance. The router can choose a network route on the logic layer or the routing layer. Although the number of layers in this type of approach is limited to two, when face-down stacking is used, no TSVs are necessary.

2.3 Spatially Distributed 3D FPGA Architecture

Figure 4 shows details of the structures in the spatially dis-
In this formula, Arra are 4 of layers are 3 and 4, the maximum number of TSVs per one tile architecture reduces the required number of inter-layer connections compared with the functionally distributed architecture, which requires the following formula.

\[ T_{VC} = (\text{Arra size})^2 \times 2N + 4 \cdot \text{Arra size} \times 2C_{IO} \]  

In this formula, Arra size is the side length of the FPGA array, \( N \) is the cluster size, and \( C_{IO} \) is the IO capacity. Compared with the functionally distributed architecture, which requires \( \frac{\text{LUTs_per_t} \times (N + 1) + N}{2} \) vertical connections per tile, this architecture reduces the required number of inter-layer connections. In addition, this architecture can be expanded to more than two layers by stacking dies of the same type. When the number of layers are 3 and 4, the maximum number of TSVs per one tile are \( 4N \) and \( 8N \), respectively.

3. Design Flow and CAD tools

The design of functionally distributed architectures can use the same CAD tools as are used for the design of traditional 2D FPGAs. In this section, we introduce a design flow and CAD tools that can be used for designing spatially distributed architectures. We developed the 3D FPGA design flow (Fig. 5) by using VTR 7.0 [9], which is the most current version as of this writing. As is done with 2D FPGAs, the circuit (in ‘BLIF’ format) is first technology-mapped with ABC [10] and then clustered with AA-Pack, which is included as part of VPR 7.0.

Next, the clustered netlist is partitioned by using hMETIS [11], which can efficiently group LBs into a specified number of layers of similar size and with a minimal number of interconnections. These constraints are important for 3D FPGA partitioning. Allocating a similar number of LBs on all layers ensures that the resources on each layer can be fully used. Simultaneously, in order to minimize the overhead from TSVs, partitions with fewer interconnections are preferable. We wrote a script that can generate hypergraphs of LBs from the clustered netlist. The hMETIS tool is used to perform partitioning on the hypergraph generated by the script. Finally, layer allocation information is added back to the clustered netlist as LB attributes.

We created a 3D placement tool that uses VPR 7.0 placer as a base. The tool operates as follows. First, the layer allocation information is read from the clustered and partitioned netlist. Then, a conventional placement by simulated annealing is performed. During the placement process, logic modules are freely swapped within each layer. The algorithm used is the bounding box (BB) method, which focuses on minimizing the bounding-box wire length of the circuit. In order to evaluate the BB cost of a net across multiple layers, we calculate \( bb_x \) (BB distance on x direction) and \( bb_y \) (BB distance on y direction) of each layer, and then use the maximum \( bb_x \) and \( bb_y \) of all layers in the final BB cost. The vertical connection cost is not considered yet in the placement for two reasons: (1) A typical 3D-FPGA CAD flow processes the vertical allocation of logic modules in the partitioning step. During partition step, inter-layer-connections are minimized with algorithms like hMETIS. For the placement step, logic modules are placed within each layers, therefore, vertical connection cost is not necessary to be considered. (2) When the vertical connection cost is comparable with horizontal connection cost, we have to build a cost model for the partitioning algorithm. However, in this approach, the delay of the TSV is small compare to horizontal wire delay, and the number of layers is small, the vertical connection cost is negligible during partitioning and placement steps. However, the final delay derived from the router does certainly include the TSV delay. In order to handle 3D-FPGAs with different 3D-VLSI processes and more layers, we will improve 3D partitioning that considering vertical cost in the future work. We also plan to implement timing-driven algorithms.

Finally, routing was performed with our novel tool, the EasyRouter [12]. EasyRouter implements a pathfinder routing algorithm similar to that in VPR; however, EasyRouter simplifies the implementation of new FPGA architectures with various routing topologies. In addition, EasyRouter combined with VLSI CAD can provide highly accurate reports on area and critical path delays for FPGA designs that are based on standard cells.
Routing is performed in two main steps. First, the router explores the minimum channel-width for each circuit. Next, the CW is fixed at 1.2 times the CW of the circuit with the highest minimum CW (i.e., 1.2-fold the maximum width), and the results are evaluated. This method ensures that all circuits are fairly evaluated on the same device with sufficient resources.

4. Evaluation

This section compares the architectures of a functionally distributed 3D FPGA (type 1) with that of the proposed spatially distributed 3D FPGA (type 2), evaluating the area, the critical path delay, and the area delay product. An island-style 2D FPGA (2D Island) and 2D homogeneous FPGA (2D Homo) are used as the baseline for evaluations. An analysis of the proposed 3D FPGAs from evaluation results is also given in this section.

4.1 Evaluation Conditions

The parameter values for the target architectures are listed in Table 1. All implemented 3D FPGA architectures are homogeneous FPGAs with a lookup-table (LUT) size of 6 and a cluster size of 8. For the routing architecture, we used a Wilton-type SB with $F_s = 3$. The $F_{cin}$ parameter was set to 0.5, which means that half of the tracks in the routing channel are connected to an LB input through a CB. We set the area of each TSV to $96 \mu m^2$ and the delay to 2.2 ps, taking these values from the report in Ref. [6]. The type 1 3D FPGA has only two layers, which is denoted by type 1L2. The type 2 3D FPGAs were implemented with from 2 to 4 layers, and these are denoted by type 2L2, type 2L3, and type 2L4 for 2, 3, and 4 layers, respectively. The face-up stacked architectures are marked as “(face-up),” and the face-down stacked architectures are noted as “(face-down).”

The 20 largest MCNC benchmarks were used as the evaluation test suite. The device was designed to use 65-nm CMOS technology. The tile was synthesized with a Synopsys Design Compiler F-2011.09-SP2. For the area calculation, tile areas of all architectures were from synthesized results. The total area was calculated by multiplying the number of tiles with the area of one tile. For the delay evaluation, all CBs and SBs are considered to be composed of 2-to-1 multiplexers (MUXes) for both area and delay. The MUXes’ physical parameters are incorporated by referenced to the standard cell library.

4.2 Preparation: Partitioning Results

The partitioning is performed by hMETIS with UBfactor set at 0.01, which allows an imbalance of up to 1% between the partitions in order to minimize inter-layer connections. All circuits are partitioned into layers of similar sizes. Because it is necessary to set the array size of all FPGA layers to the size of the largest partition, a good partitioning balance ensures that the resources on each layer can be fully used.

4.3 CW Exploration Results

Figure 6 shows the results of CW exploration for each architecture for the 2D and 3D FPGAs. According to the CW exploration results, the fixed CW result for each architecture was taken as 1.2 times the largest of explored CW of all benchmarks.

As reported in Ref. [7], the 2D Homo layout uses slightly more channels than the 2D Island layout. The CW of the routing layer of the type 1 3D FPGA was determined by examining the size of the logic layer tile. A CW of 82 (the total CW from the logic and routing layers) was the minimum CW of this architecture, which was sufficient to implement all circuits for this evaluation. The type 2 architectures permit narrower CWs as the number of layers increases. This is because the 3D allocation of LBs brings some logics closer together than in the 2D allocation, which reduces routing congestion. The type 2 3D FPGAs with 2, 3, and 4 layers have, respectively, 5.6%, 16.7%, and 19.4% narrower CWs, on average, than the 2D Island does.

4.4 Area Results

The results of comparing chip areas between type 1 and type 2 3D FPGAs are shown in Fig. 7. We first implemented all benchmarks on each architecture and normalized the area results by the area of the 2D Island FPGA. All results shown in Fig. 7 are an average of the normalized results for the corresponding architecture. We evaluated face-down and face-up 3D stacking methods.

Table 1 Target architectures parameters.

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUT size</td>
<td>6</td>
<td>IO capacity</td>
<td>10</td>
</tr>
<tr>
<td>Cluster size</td>
<td>8</td>
<td>TSV area</td>
<td>$96 \mu m^2$</td>
</tr>
<tr>
<td>$F_{cin}$</td>
<td>0.5</td>
<td>TSV delay</td>
<td>2.2 ps</td>
</tr>
</tbody>
</table>

*1 In Ref. [6], four poly-Si TSVs with a size of $2 \times 12 \mu m^2$ are connected in parallel in one vertical interconnection.
for 3D FPGAs. The face-up counts include TSV area in the total area, and the face-down counts do not (more specifically, the area used by TSVs is 0 for face-down stacking).

First, we compare two-layer 3D FPGAs. The face-down stacked type 1_L2 (face-down) and type 2_L2 (face-down) reduce area by about 48.2% and 45.6% from the area of 2D_Island. In contrast, the reduction from the face-up stacked type 2_L2 (face-up) is about 43.4%. Next, we compare type 2 3D FPGAs with different numbers of layers. We can see the trend of area reduction from the results of type 2 3D FPGAs having from 2 to 4 layers. Relative to the area of 2D_Island, the type 2_L2 (face-up), type 2_L3 (face-up), and type 2_L4 (face-up) designs reduce area by 43.4%, 56.1%, and 61.7%, respectively. The type 2_L4 (face-up) design offers the best performance of all examined architectures.

To summarize, for a two-layer 3D FPGA, type 1 with face-down stacking has the best performance on area. However, when implementing 3D FPGAs with more than two layers, where face-up stacking is necessary, the type 2 architecture offers a much smaller area.

4.5 Delay Results

The results of testing the type 1 and type 2 architectures for critical path delay are shown in Fig. 8, where the delays are normalized by the critical path delay of the 2D_Island architecture. Delay results are not significantly different between (all are within 10% of one another). This is because the MCNC benchmark circuits are not very large, and so the critical path delay is mainly from the LB rather than from routing. However, the results still show some trends. The type 1_L2 (face-down) has 5.3% better delay performance than the 2D_Island FPGA. The improvement is a result of the type 1 3D FPGA having more routing channels on the routing layer. When comparing the type 2_L2 (face-down) and type 2_L2 (face-up) designs, we can see that the TSV overhead in the critical path delay is very small. The TSV delay overhead is caused mainly by increased routing-wire delay due to the larger tile sizes and the delays of the TSVs themselves.

For the type 2 3D FPGA, the critical path delay was mainly affected by two factors. More LBs are allocated closer together as more layers are stacked, which improves the delay. Opposing this, the delay from MUXes of the SBs increase when stacking more layers. In the proposed type 2 3D FPGA, all LB outputs are connected to an SB of tiles at the same coordinate across all layers. When the number of MUX inputs per SB is $m$, each SB will have $(m - 1)$ 2-to-1 MUXes with logic depth $\log_2(m)$. As a result, each type 2 SB MUX has more levels in its logic depth, which lengthens the total routing path. The performance of the type 2_L3 (face-up) architecture is similar to that of the type 2_L4 (face-up) architecture, which is because the increased SB MUX depth offsets the advantages of 3D allocation.

Additionally, partitioning and placement algorithms affect delay performance. In future work, we plan to develop a timing-driven partitioning and placement algorithm for the proposed 3D FPGA.

4.6 Area Delay Product Results

Finally, the area delay product results are shown in Fig. 9. For the face-down stacking method, the type 1_L2 (face-down) design performs 51.5% better than 2D_Island. For the face-up stacking method, the 4-layer type 2_L4 (face-up) performs 65.2% better than 2D_Island. When limiting the analysis to two layers, the functionally distributed type of architecture (type 1) is most effective. However, if we prioritize performance and use more than two layers, the spatially distributed architecture (type 2) offers better performance.

5. Conclusion

In this paper we proposed a functionally distributed type and a spatially distributed type of 3D FPGA architecture to allow simple die stacking. According to the evaluation results, the functionally distributed type is more effective when limiting designs to two layers, but the spatially distributed architecture with more than two layers is a better choice when performance is prioritized. In this research, we used relatively large TSVs. However, since more smaller TSVs have been developed in recent researches, functionally distributed type is more effective in using these smaller TSVs. In future work, we are planning to stack multiple functionally distributed FPGAs with the face-up method and propose inter-layer high-speed communications that use TSV serial connections [13]. We also intend to improve the CAD toolsets to support algorithms that consider power consumption and timing in order to achieve better power and delay performance. At the same time, to show the effectiveness of 3D technology, it is nec-
 necessary to evaluate using more larger circuits, such as VTR benchmark sets [9].
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