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ABSTRACT

This paper demonstrates that hybrid neural-genetic multimodel parameter estimation algorithm can be applied to structured system identification of electro-hydraulic servo system. This algorithm are consist of a recurrent incremental credit assignment (ICRA) neural network and a genetic algorithm. The ICRA neural network evaluates each member of a generation of model and genetic algorithm produces new generation of model. We manufactured electro-hydraulic servo system and the hybrid neural-genetic multimodel parameter estimation algorithm is applied to the task to find the parameter values (mass, damping coefficient, bulk modulus, spring coefficient) which minimize total square error.
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NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_a$</td>
<td>Servo Amp. gain</td>
<td>mA/V</td>
</tr>
<tr>
<td>$M$</td>
<td>Mass</td>
<td>kg</td>
</tr>
<tr>
<td>$B$</td>
<td>Viscosity coefficient of cylinder</td>
<td>Nm/sec</td>
</tr>
<tr>
<td>$K$</td>
<td>Spring coefficient</td>
<td>N/m</td>
</tr>
<tr>
<td>$C_d$</td>
<td>Discharge coefficient</td>
<td></td>
</tr>
<tr>
<td>$F_L$</td>
<td>Disturbance</td>
<td></td>
</tr>
<tr>
<td>$w$</td>
<td>Area Gradient</td>
<td>[m]</td>
</tr>
<tr>
<td>$x_v$</td>
<td>Spool displacement</td>
<td>[m]</td>
</tr>
<tr>
<td>$V$</td>
<td>Total Volume in cylinder</td>
<td>m³</td>
</tr>
</tbody>
</table>

INTRODUCTION

Enhanced functionality of measurement instrument using modern digital technologies has led to highly precise and reliable controllers for hydraulic systems. Electro-hydraulic servo systems, taking the advant-
ages of the hydraulic and electro signal processing, are attracted significant attention in the industrial field. However, the electro-hydraulic servo systems suffer two major difficulties:

(a) nonlinearities caused by input saturation, directional change of valve opening, oil leak, or friction; and (b) fluctuation in the system parameters due to the time-varying environment such as changes of load condition and the bulk modulus, or variable temperature.

Many researchers have addressed various empirical methods for identifying the parameters of electro-hydro servo systems [1][2][3]. For example, Navid[1] proposed a robust force controller based on a linearised model of which parameters are estimated using a set of input-output data. For hydraulic suspension systems, Tan[2] has obtained the model equation by applying an input-output data based parameter identification technique to each subcomponent, while Majjad[3] attempted to estimate the damping characteristics. Unfortunately, most of the previously addressed work has focused on identification of the models for control requiring a relatively simple model. It is also a concern that they use a least squares algorithm with which it is difficult to find global solutions.

This paper presents a parameter identification method based on a hybrid neural-genetic algorithm that can provide a global solution. Using a set of input-output data obtained through experiments, the proposed method estimates the system parameters of a nonlinear electro-hydraulic servo system, such as mass, damping coefficient, spring constant and bulk modulus. The effectiveness of the proposed algorithm is demonstrated on an example electro-hydraulic system.

2. SYSTEM MODELING

Figure 1 shows the example electro-hydraulic servo system designed in this work. The system is designed to operate under various inertia load conditions. The spring, the damper system and the hydraulic cylinders are installed in a parallel structure with a clevis bearing which distributes the load vertically.

The spring and damping system used are taken from a suspension system for cars. The hydraulic cylinder is a single-rod cylinder with 140mm stroke. The displacement is measured with a potentiometer with a 12-bit A/D and D/A board. The entire system is controlled by a personal computer with 66MHz clock speed.

The position controller of the system is depicted in Figure 2. Position of the hydraulic cylinder piston is measured with a potentiometer. This information is then fed back to the controller to compute the control input which will generate, via the servo amplifier, the displacement in the servo valve spool so that the position error can be removed by adjusting the flow into the cylinder.

Assume that input-current \( i(t) \) and control-input \( u(t) \) has a proportional relation, i.e., \( i(t) = k_d u(t) \). The servo valve and the cylinder loading system are shown in Figure 3. The flow \( q_1 \) into the cylinder depending on the spool displacement can be represented by

\[
q_1 = Av_1 = C_d x v \sqrt{\frac{2(p_o - p_l)}{\rho}} \tag{1}
\]
Let the portion supplying flux to the cylinder be defined as the control volume. Applying the law of mass conservation, a kinetic equation in terms of the pressure and the spool depending on the pressure and the spool displacement can be given by Eq (2):

\[ \rho \frac{dV}{dt} + V \frac{d\rho}{dt} = \rho AV \tag{2} \]

Figure 3 Single-rod electro-hydraulic servo system

Since Eq (2) is also applicable to the opposite side of the cylinder where the flux flows out, Eq (3) can be obtained by transforming the density related term into the pressure related one:

\[ \frac{dV_1}{dt} + \frac{V_1}{K_m} \frac{dp_1}{dt} = q_1 \]
\[ \frac{dV_2}{dt} + \frac{V_2}{K_m} \frac{dp_2}{dt} = q_2 \]

Note that these two equations cannot be combined since a single-rod cylinder is used in this work.

Since the spool displacement can be either \( x_v > 0 \) or \( x_v < 0 \), Eq (3) is rewritten with regard to the variation of the pressure by introducing a sign function \( \text{sgn}(n) \):

\[ \dot{p}_1 = \frac{K_m}{V_1} (C_2 \omega x_v \text{sgn}(p_1 - p_1) - \frac{2}{\rho} |p_1 - x_v| - A_1 x_v) \]
\[ \dot{p}_2 = \frac{K_m}{V_2} (C_2 \omega x_v \text{sgn}(p_2 - p_1) - \frac{2}{\rho} |p_2 - x_v| - A_2 x_v) \]

The kinetic equation for the single-rod cylinder and the load can be represented by

\[ M \frac{d^2 x_v(t)}{dt^2} + B \frac{dx_v(t)}{dt} + K x_v(t) + F_L = (A_1 p_1 - A_2 p_2) \tag{5} \]

Let \( p_1 = x_1, p_2 = x_2, x_p = x_3, \dot{x}_p = x_4 \) in Eqs (1)–(5). Ignoring the disturbance \( F_L \) then yields to the state equations in Eq (6):

\[ \dot{x}_1 = \frac{K_m}{V_1} (C_2 \omega x_v \text{sgn}(p_1 - p_1) - \frac{2}{\rho} |p_1 - x_v| - A_1 x_v) \]
\[ \dot{x}_2 = \frac{K_m}{V_2} (C_2 \omega x_v \text{sgn}(p_2 - p_1) - \frac{2}{\rho} |p_2 - x_v| - A_2 x_v) \]
\[ \dot{x}_3 = x_4 \]
\[ \dot{x}_4 = - \frac{B}{M} x_4 - \frac{K}{M} x_1 + \frac{1}{M} (A_1 x_1 - A_2 x_2) \]

3. HYBRID NEURAL-GENETIC ALGORITHM

For structured system identification, a large number of algorithms have been developed over the last few decades. See for example [4][5][1]. However, a generic solution to this problem has not been found yet for the system where \( f(\cdot, \cdot, \cdot) \) and \( g(\cdot, \cdot, \cdot) \) are nonlinear and \( \theta \) has a higher order.

In this work, a multimodel hybrid neural-genetic algorithm is employed to find unique solutions satisfying with the condition for nonlinear systems identification.

The hybrid neural-genetic algorithm consists of a recurrent incremental credit assignment (ICRA) neural network and a genetic algorithm. The former computes a credit function for each member of a generation of the models while the latter provides the generations of a new model using the credit functions as the selection probabilities.

The credit function reflects the closeness of each model's output to the true system output and the genetic algorithm searches the parameter space by a divide-and-conquer technique.

In this paper, every model in a generation is evaluated by using the neural network algorithm, and the generation of a new model is performed by the genetic algorithm in every epochs. In particular, the genetic algorithm is beneficial for searching the globally optimal model.

The ICRA neural network is used to evaluate the model \( Q = (\theta_1, \theta_2, \cdots, \theta_R) \), where \( Q \) contains K-set of parameters and \( K \) is unknown.

The true system output and the model output are given by Eqs (8) and (9), respectively.

\[ Y_1 = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix}, \quad Y_2 = \begin{bmatrix} y_{y+1} \\ y_{y+2} \\ \vdots \\ y_{yN} \end{bmatrix} \]
where, $Y_s$ contains the true system output measurements, accumulated over $N$ time steps, and $Y_s^k$ contains the output of $k$th model, accumulated $N$ time steps.

Let a new time variable $s$ be defined such that $s = 1$ for $t = 1, 2, N+2, N+3\ldots, N$, and $s = 2$ for $t = N+1, \ldots, 2N$, and the error function $g(\cdot)$ be defined as $E_s^k$.

$$E_s^k = Y_s - Y_s^k, \quad g(E_s^k) = |E_s^k|/\sigma$$

where $\cdot$ denotes Euclidean norm and $\sigma$ is a dynamically adjusted error spread parameter. The credit function can be defined as

$$\rho_s^k = \rho_{s-1} + \gamma \cdot \rho_{s-1} \left[ g(E_s^k) - \left( \sum_{i=1}^K \rho_{s-1}^i g(E_s^i) \right) \right]$$

Eq (11) is calculated repeatedly with respect to $s = 1, 2, \ldots$, and satisfies Eq (12) for all $s$:

$$0 < \rho_s^k \leq 1 \text{ and } \sum_{s=1}^K \rho_s^k = 1$$

where, the initial values $\rho_0^k$ are arbitrarily selected, provided Eq (12) is satisfied. If $g(E_s^k)$ is larger than $g(E_s^i)$, $\rho_s^k$ determined by Eq (11) increases. It is important to note that a large $g(E_s^k)$ implies a small $E_s^k$. Hence, the proper value of the credit function indicates how well the $k$th model has approximated the observed model behavior up to time $s$. Therefore $\lim_{s \to \infty} \rho_s^k = 1$ indicates a large $g(E_s^k)$, which again implies a small $E_s^k$. Consequently, $\rho_s^k$ which is close to one indicates good approximation and the best model within the parameter space.

Translating the problem of system identification in the genetic algorithm, an individual is a model determined by the parameter vector $\theta_k$ and the population is search subset $Q$. Each parameter is encoded by a string bit, which becomes a concatenation of strings. This concatenation of strings results in a longer string which encodes the parameter $\theta_k$. Fitness of each individual is related to the accuracy by which it predicts the system behavior.

1) Selection Mechanism: A roulette wheel is used to randomly choose the models according to the selection probability which is exactly the ICRA credit.

2) Genetic Operation: Mutation operates on a model of the old generation, choosing $m$ bit out of the $n \cdot d$ genotype string, and reverses these bits (i.e., 1 becomes 0 and vice versa) Crossover operates on two models of the old generation, dividing the genotype string of each model into $m$ parts. The offspring is created by choosing the genotype fragment from each parent alternately.

3) Elitism: This implies that the best model of each generation is always included in the next generation.

4) Entropy criterion: Entropy criterion is used to ensure diversity in the models of each generation. Although Elitism and Hill-climbing can speed up the algorithm, getting into a local minimum rather than a global minimum. To avoid this, in every model generation, it is necessary to maintain a number of models, with sufficient diversity, to be explored. This problem is worsen by the elitism and Hill-climbing which tend to enforce the presence of the fitness models. However, if the $\rho_s^k$ do not sufficiently concentrate on promising models, the search of the parameter space will be essentially random.

To avoid this problem, the ICRA network must stop operating after the $\rho_s^k$'s start concentrating to a promising model, but before they get too close to either 1 or 0. For achieving this goal, the ICRA neural network has to operate during a variable number of steps. The number of steps is determined depending on an entropy criterion.

$$H_s = -\sum_{k=1}^K \rho_s^k \cdot \log(\rho_s^k)$$

The maximum value of $H_s$ is given by $\log(K)$, which is achieved when $\rho_1^k = \rho_2^k = \rho_3^k = \ldots = \rho_K^k = 1/K$ i.e., the value of $\rho_s^k$ is equivalent to every model. The minimum value of $H_s$ is 0, and is achieved for $\rho_s^k = 1, \rho_s^m = 0, m \neq k$, i.e., all the probabilities are concentrated on a single model. If the $\rho_s^k$ converge to either 0 or 1, $H_s$ converges to 0. Let the dynamic threshold be defined by Eq (14)
$$\bar{H}_i; \overline{H}_i = \log(K) \cdot (s/T)$$

(14)

Eq(14) is a linearly increasing function satisfying the inequality Eq (15) for $s \leq T$.

$$H_s < \overline{H}_i$$

(15)

The inequality (15) is the entropy criterion which determines a number of varying steps in the ICRA neural network. The ICRA neural network stops operating once the entropy of $p_1^i, p_2^i, \cdots, p_k^i$ becomes lower than $\overline{H}_i$. When the $\overline{H}_i$ is linearly increasing and the $H_s$ converges to 0, the result stays at a value of entropy between 0 and 1, ensuring the $p_i$ being neither converged nor diverged.

4. EXPERIMENTAL RESULTS

In this experiment, the proposed algorithm is applied to identifying the system parameters including mass, damping coefficient, bulk modulus and spring coefficient. The input-output data set has been obtained from the example electro-hydraulic servo system which is a 1-DOF system. Since the parameters of the example system are unknown, the accuracy of the estimated parameters are evaluated by comparing the estimated trajectories with the measured trajectories.

The experimental results have been obtained by applying PRBS as the input to the system described in Figure 1. The sampling time and the number of measured data are 100Hz and 12000, respectively.

For searching the parameter space, each set of the unknown parameters is defined as an individual of which population size is $K=30$, crossover probability $q=0.8$, mutation probability=0.01, and the number of generations $I_{max}=1000$. The ICRA parameter $\gamma=15$ and each generation involves around 500~600 credit updates.

Figure 4 shows the best credit value of each generation. Note that the credit value is converged to the best credit after only 34 generations. Using the Elitism, the best credit has been obtained after 9 generations.

The credit value is given by 0.4008. The identified parameter values are $M=58.0$, $C=3.7$, $K=214.12$, and $K_m=16324.71$. Note that the identified parameter of $M$, which is measurable, is similar to the true value. In Figure 4, only 2000 data are shown to avoid excessive complexity caused by the large data set.

![Figure 4 Best creci. in each generation](image)

Figure 5 shows the comparison of the system responses to PRBS. Figure 7 shows the output within the scope of the data 210~410 in order to assist with clear interpretation.

![Figure 5 Comparison true output with estimated output](image)

![Figure 6 Detail comparison true output with estimated output in position](image)
The experimental results in Figure 5 indicate that there are some discrepancies between the measured and the estimated responses although the overall trend is well matched. The reasons for this error can be the nonlinearities introduced by: directional changes of valve opening; the time delay in the servo valve; friction between the guide line and the bearing; and the noise. These factors have not been considered in the system modeling.

Figure 7 illustrates the ISE (integrated square errors) between the responses of the identified model output and the measured output.

The reason for not converging to the minimum value is the fact that, once the credit has updated, not only does the ISE converge to the minimum value but also the trend of the actual displacement output is estimated. The experimental results show that the estimation accuracy can be improved if more nonlinearities, such as Coulomb friction, are considered in the system modelling.

5. CONCLUDING REMARKS

In this paper a parameter identification algorithm using a hybrid neural-genetic algorithm has been presented. The proposed algorithm is applied to identifying unknown parameters of a electro-hydraulic servo system. Using a set of input-output data obtained through experiments, several system parameters of the example electro-hydraulic servo system have been identified, which are mass $M = 58.0$, damping coefficient $C = 3.7$, spring coefficient $K = 214.12$, and bulk modulus $K_m = 16324.71$. These results highlight that the proposed algorithm is efficient in finding the optimal solutions. The accuracy of the parameters identified using the proposed method has also been verified by comparing the estimated results with the measured results. For achieving the better estimation accuracy, it may be necessary to achieve a better resolution as well as to employ a more precise model with increased number of parameters.
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