Prediction Model of End-point Manganese Content for BOF Steelmaking Process
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Through analyzing the factors that influence end-point manganese content during BOF steelmaking process, multiple linear regression model for prediction of end-point manganese content was obtained on the basis of actual production data. Given the advantages of artificial neural network, it was used to predict end-point manganese content during BOF steelmaking process, and BP neural network model was established. By means of combining the characteristics of genetic algorithm and BP neural network completely, a combined GA-BP neural network model was established. The verification and comparison of the above three models show that the combined GA-BP neural network model has the highest prediction accuracy. The hit rate of the combined GA-BP neural network model is 90% and 84% respectively when predictive errors of the model are within ±0.03% and ±0.025%. Compared with two models aboved, the combined GA-BP neural network model could provide the most accurate prediction of end-point manganese content, and thus represents a good reference for real production.
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1. Introduction

Currently, BOF steelmaking process plays an important role in conventional BF-BOF route which is the predominant steelmaking process around the world. The oxygen converter utilizes oxygen to react with the elements of steel to obtain qualified molten steel, which contains necessary chemical composition and bath temperature. Therefore, it is of great importance to maintain the stable blowing process, and control the end-point chemical composition and temperature of liquid steel accurately.1) Until now, numerous research studies which involve prediction of BOF end-point carbon and temperature have been conducted in China,2–6) however, there is relatively little research which is concerned with the prediction of end-point manganese content. Takawa et al.7) analysed the material balance at the end of the blow and established the prediction model of BOF end-point manganese content based on the measurement of sublance. Due to the utilization of sublance, the cost of this method was high and the method was only appropriate for the converters that equipped with sublance. Yang et al.8) established the adaptive fuzzy-neural net based prediction model of BOF end-point manganese content, and the model performed well on the prediction of end-point manganese.

Liu et al.9) analysed the factors that affect BOF end-point manganese and developed the prediction model of end-point manganese content based on measured values of bath carbon content and temperature at the end of blow. During BOF steelmaking process, it would further improve the hit rate of end-point chemical composition of the molten steel if the end-point manganese content is predicted accurately. Furthermore, it would reduce the production cost and improve the quality of liquid steel. Thus, the authors carried out some research on the prediction model of BOF end-point manganese content, and established the algebra model, BP neural network model and combined GA-BP (Genetic Algorithm-Back Propagation) neural network model respectively based on the production data of Fangda special steel plants.

2. The Algebra Model

The algebra model is the model that could be expressed in the form of algebra. Generally speaking, the algebra model is obtained by using mathematical-statistics methods which involve the collection and analysis of production data.10) As a kind of conventional model, the multiple linear regression model is also established on the basis of mathematical-statistics methods and it has a good applicability. Therefore, the multiple linear regression model was adopted to predict BOF end-point manganese content in this paper.
2.1. Establishment of the Multiple Linear Regression Model

The multiple linear regression model is based on the utilization of a large amount of production data; therefore, data from nearly 1,000 heats of the same campaign were collected from Fangda special steel plants. Before incorporating the production data into the model, the data were filtered and treated. The principles of filtration and treatment include removal of the variables which do not affect the model and omission of abnormal values of the variables so that the production data meets the actual requirements. Ultimately, the data from 529 qualified heats were chosen. For establishing and testing the model, the qualified data were divided into two parts: data from 429 heats were used to establish the model and data from the other 100 heats were applied to test the model.

The selection of independent variables plays a key role in establishing the model. The reactions that occur in the molten steel bath of a converter are very complex, and end-point manganese content is affected by numerous interacting factors. Therefore, in order to provide an adequate description of the entire melting process and clarify the model, the multiple linear regression model employs those factors which change dramatically and play a key role in the BOF steelmaking process as the basic variables. SPSS is one of the most popular statistical packages available that can be used to perform data entry and analysis and to create tables and graphs. Moreover, SPSS is so powerful that it is capable of handling large amounts of data, and can perform most of the analyses covered in the test. Based on the above consideration, SPSS was applied to complete the correlation analysis between input variables and output ones. Specifically speaking, the more close to 1 the goodness of fit is, the more obvious the relation between input variables and output ones is, thus, the performance of the model is better. The goodness of fit (R²) usually scales from 0 to 1.

In the evaluation of properties of the model, not only the hit rate of the model was considered, but also the goodness of fit was proposed in the paper. The mathematical expression of the goodness of fit is shown in Eq. (2):

\[ R^2 = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2} \] .......................... (2)

Where \( y_i (i = 1, 2, 3 \ldots, n) \) is the target value of the model; \( \hat{y}_i (i = 1, 2, 3 \ldots, n) \) is the output value of the model; \( \bar{y} \) is the average value of \( y_i \); and \( n \) is the sample size.

Table 1. Independent variables for the regression model.

<table>
<thead>
<tr>
<th>Names of independent variables</th>
<th>Symbol</th>
<th>Units</th>
<th>Names of independent variables</th>
<th>Symbol</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charged hot metal</td>
<td>( X_1 )</td>
<td>t</td>
<td>Charged scrap</td>
<td>( X_2 )</td>
<td>t</td>
</tr>
<tr>
<td>Hot metal temperature</td>
<td>( X_3 )</td>
<td>°C</td>
<td>manganese content in hot metal</td>
<td>( X_4 )</td>
<td>1%</td>
</tr>
<tr>
<td>Phosphorus content in hot metal</td>
<td>( X_5 )</td>
<td>1%</td>
<td>Sulphur content in hot metal</td>
<td>( X_6 )</td>
<td>1%</td>
</tr>
<tr>
<td>Oxygen consumption</td>
<td>( X_7 )</td>
<td>Nm³</td>
<td>Lime addition</td>
<td>( X_8 )</td>
<td>t</td>
</tr>
<tr>
<td>Dolomite addition</td>
<td>( X_9 )</td>
<td>t</td>
<td>Fluorite addition</td>
<td>( X_{10} )</td>
<td>t</td>
</tr>
</tbody>
</table>
3. BP Neural Network Model

With the development of artificial intelligence, some control methods based on neural network or neural network combined with algorithms have been widely used in BOF end-point control. Artificial neural networks (ANN) are the abstraction, simplification and simulation of biological neural networks, and they have the capability of self-study, self-adaptation, self-organizing and so on. As a result, the static model which is established on the basis of artificial neural network could provide an effective reference for BOF steelmaking process, and it may have wide application in the field of metallurgy. The utilization of artificial neural network could overcome the weakness of the regression model when dealing with nonlinear problems, hence it could greatly improve the prediction accuracy of the model. So the authors tried to established BP neural network model to predict end-point manganese content.

3.1. Establishment of BP Neural Network Model

The BP neural network usually refers to the multilayer feedforward neural network based on error back propagation algorithm, which was put forward by D. E. RUMELHART and J. L. MCCELLAND in 1986, and the BP neural network has become the most widely used neural network at present. The learning process of BP neural network consists of signal forward propagation and error back propagation, and the continual loop of the two processes constitutes the training process of BP neural network. The structure of BP neural network is shown in Fig. 3, which usually contains an input layer, an output layer and one or more hidden layers.

The selection of control variables has a tremendous influence on the establishment of BP neural network model. Thus, the authors analyzed the relation between end-point manganese content and other variables, and completed the correlation analysis between them with SPSS. Ultimately, 10 control variables were chosen and they were shown in Table 1. Consequently, the input variables of the BP neural network model are above 10 control variables, output variable of the BP neural network model is end-point manganese content and the BP neural network model employs three layers (one input layer, one output layer and one hidden layer).

As the values of control variables of BP neural network model may differ in several orders of magnitude, and the difference would greatly affect convergence speed and accuracy of BP neural network. Therefore, in order to improve the convergence speed and accuracy of BP neural network model, the input data and output data of the model were normalized. After the normalization with Eq. (3), the input data and output data all scaled from –1 to +1. Equation (3) is shown as follows:

$$x_{ij}' = \frac{x_{ij} - \min(x_{ij})}{\max(x_{ij}) - \min(x_{ij})}$$  \hspace{1cm} (3)

Where $x_{ij}$ is the value before normalization; $x_{ij}'$ is the value after normalization; $i$ is the sample point; $j$ refers to the control variable; $\min(x_{ij})$ and $\max(x_{ij})$ are the minimum and maximum values of $x_{ij}$ respectively.

The training process of BP neural network model was proceeded with 429 heat data after confirmation of the fundamental structure of BP neural network. Then, the test data (100 heats) were used to verify the trained BP neural network. After the continual comparison of predicted values and actual values, the BP neural network with the highest prediction accuracy was saved. The BP neural network model achieved the highest prediction accuracy when it adopted the fundamental parameters presented in Table 2.

3.2. Verification of BP Neural Network Model

Similar to the multiple linear regression model, the BP neural network model was used to predict end-point manga-
inese content with the test data (100 heats). The comparison of predicted values and actual values of end-point manganese content is illustrated in Fig. 4.

As can be seen from Fig. 4, the predictive errors of this model are mainly within ±0.05% except a few heats. In other words, the predicted end-point manganese content is close to the actual end-point manganese content. Figure 5 shows the distribution of predictive errors of BP neural network model. There are 80 heats when the predictive errors of the model are within ±0.03%, which account for 80% of the test heats; and the hit rate of the BP neural network model is 71% when the predictive errors are within ±0.025%. Compared with the multiple linear regression model, the BP neural network model obviously improves the prediction accuracy. However, the hit rate of the model still needs to be improved when the predictive errors are within ±0.025%. Thus, in order to meet the requirements of lean production in BOF steelmaking process, it is necessary to modify the BP neural network model to further improve the prediction accuracy. So the authors improved the BP neural network model with genetic algorithm, and the combined GA-BP (Genetic Algorithm-Back Propagation) neural network model was established ultimately.

4. Combined GA-BP (Genetic Algorithm-Back Propagation) Neural Network Model

Although the BP neural network has a powerful ability of studying, and it could approach the nonlinear functions with any precision, it could easily get stuck in a local minimum. Genetic algorithm is good at global optimization. Hence, based on the global optimization of genetic algorithm and powerful learning ability of BP neural network, BP neural network and genetic algorithm were amalgamated to establish a combined GA-BP neural network model to improve the prediction accuracy of end-point manganese content in this research. As a part of combined GA-BP neural network model, genetic algorithm was used to speed the learning process and optimize the parameters of BP neural network model.

4.1. A Brief Introduction to Genetic Algorithm

The GA (genetic algorithm), which is a non-numerical computing method based on the biological principle of natural selection and population genetics, is able to make an individual (each candidate solution) move to the optimal solution by means of a ‘the survival of the fittest’ mechanism. GA is an iterative search procedure, which has been successfully used for a variety of combinatorial optimization problems. The main operations of GA involve changing the solutions from iteration to iteration by applying a crossover operator, which combines two parent chromosomes to obtain a new offspring chromosome, and a mutation operator, which modifies a single chromosome. Compared with other optimization algorithms, the main characteristics of GA are as follows:

(1) GA is easier to reach the global optimum because of population-based search strategy.

(2) GA has a wider application, and it is especially fit for the problems that are complex and nonlinear.

(3) The evolution process of GA is not blind, but heuristic.

(4) GA is general-purpose and robust.

Based on above comparison, GA was applied to optimize the initialized weights and thresholds of BP neural network in this paper, and Fig. 6 illustrates the solution procedure of the GA. Just as Fig. 6 shows, the solution procedure of GA can be summarized as follows:

Step 1: Initialize a population, including its scale, selection probability, crossover probability and mutation probability. Generate the individual randomly. And each individual of population represents a group of initial weights of the network.

Step 2: Calculate the evaluation function corresponding to every group of weights, and determine the fitness of each individual.

Step 3: Judge whether the population reaches the optimization criterion.

Step 4: If yes, output the optimal solution; if no, generate
4.2 Verification of Combined GA-BP Neural Network Model

Similar to the BP neural network model, 429 heats data were used to complete the training process of combined GA-BP neural network model, and the remaining 100 heats data (test data) were used to verify the model. The comparison of predicted values and actual values of end-point manganese content is illustrated in Fig. 7. It can be seen from Fig. 7 that the predicted values of end-point manganese content agree well with the actual values of end-point manganese content. Meanwhile, Fig. 8 shows the distribution of predictive errors of combined GA-BP neural network model. The predictive errors of this model are mainly distributed within ±0.03%, and the data from 90 heats (the total heats are 100) fall within this range, which represents 90% of the test data. Especially, the hit rate of combined GA-BP neural network model is 84% when the predictive errors of the model are within ±0.025%. Based on above analysis, it can be concluded that the combined GA-BP neural network model has high prediction accuracy. Moreover, Fig. 9 compares the predictive errors of three models, and the results indicate that the combined GA-BP neural network model has the minimum relative errors. In other words, the combined GA-BP neural network model has the highest prediction accuracy among the three models, which could represent a good reference for real production.

5. Conclusions

(1) By analyzing the factors which affect end-point manganese content during BOF steelmaking process, a multiple linear regression model for prediction of end-point manganese content was established based on a large amount of production data. The test result shows that the hit rate of the model is 74% when the predictive errors of the model are within ±0.05%, and the hit rate is 44% when the predictive errors are within ±0.03%.

(2) Considering that artificial neural network has a powerful ability to deal with nonlinear problems, BP neural
network model was established to predict BOF end-point manganese content. The verification result reveals that this model has higher prediction accuracy compared with multiple linear regression model. Specifically, the hit rate of the model is 80% when the predictive errors of the model fall within ±0.03%, and the hit rate is 71% when predictive errors are within ±0.025%.

(3) In order to further improve the prediction accuracy, BP neural network and genetic algorithm were amalgamated to establish a combined GA-BP neural network model. Comparison of the predictive errors of the three models indicates that the combined GA-BP neural network model has the highest level of prediction accuracy. The test result indicates that the prediction accuracy of the combined GA-BP neural network model approaches 90% when the predictive errors of the model are within ±0.03%, and the prediction accuracy is 84% when the predictive errors are within ±0.025%. In summary, the combined GA-BP neural network model could provide the most accurate prediction of the end-point manganese content among the three models and is a good reference for real production.
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