Operation Optimization of Slab Reheating Process Based on Differential Evolution
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In the slab reheating process, the temperature distribution of walking beam furnace is critical for the temperature of slab, as well as the subsequent hot rolling. Besides, this process is dynamic, nonlinear, and time varying due to coupling with complex physical and chemical reactions. In this paper, we focus on an operation optimization problem of tuning furnace temperature to optimize the slab reheating process, which considers the reheating quality and production cost. For this purpose, we develop a novel operation optimization method. Specifically, first, from the view of mechanism, a heat transmit model based on the heat-exchange of slab and furnace, an energy consumption function, and especially, an oxidation loss function are established. Therefore, incorporating the mechanism models, we build an optimization model to minimize temperature deviation of slab, energy consumption, and oxidation loss to describe our problem. Then, based on the features of the problem, we propose a modified differential evolution algorithm, which includes a space contraction scheme, a new self-adaptive parameter strategy, and a new mutation operator. Finally, to evaluate the performance of our method, extensive numerical experiments are implemented by comparing it with other well-known evolutionary algorithms based on practical data. The experimental results demonstrate the effectiveness of proposed operation optimization method on solving our problem.
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1. Introduction

In iron and steel production, slab reheating furnace is applied to reheat slabs from slab yard or continuous casting to make their temperature distributions conform to the hot rolling requirement.

Generally speaking, in the walking beam type furnace, slabs travel through the furnace hearth along the radial direction when they are reheated. The furnace is usually divided into several zones, and the four-zone-mode is often adopted:1,2) the preheating zone, the heating zone 1, the heating zone 2, and the soaking zone. An illustration of the walking beam reheating furnace of a general steel enterprise is shown in Fig. 1.

Suitable temperature distribution of a slab plays a significant role in hot rolling process. The temperature and its uniformity of slabs concern the metallic character for hot rolling. In current hot rolling production in China, slabs are mostly overheated to make sure they can be successfully rolled, which in turn results in more consumption of fuel, more oxidation loss, and more discharge of waste gas.

The energy consumption of the slab reheating process is quite huge, which takes a great part in production cost. Consequently one significant task of the operation optimization problem for the slab reheating process (OOPSRP) is to reduce the energy consumption on the premise of getting suitable temperature distribution for the slab. On the other hand, as a slab is reheated in the furnace, the oxidation loss occurs on its surface and oxide-scale layer is generated by the oxidation action on the surface with oxygen of high temperature in furnace. The scale decreases the reheating efficiency of the furnace and hot rolling quality. So the reduction of the oxidation loss is another important task of...
the operation optimization of the reheating process.

To reduce the energy consumption and oxidation loss while guaranteeing the reheating quality, the OOPSRP is investigated.

The research of optimization for slab reheating process can be traced back to 1970s by Pike Jr and Citron.\textsuperscript{3} As a breakthrough of this region, the authors studied the dynamic optimization problem to control final slab temperatures, and constructed a mathematical model with the objective of minimizing fuel consumption. Up to now, as the development of modern technique, especially the computer technology, improved approaches for optimizing the slab reheating process are developed, \textit{e.g.}, optimization for slab reheating with prediction\textsuperscript{4-7} and pure optimization.\textsuperscript{8-11} However, among these researches, most of them just optimize the temperature of slab in their problems, without considering the energy and oxidation. Only Jang \textit{et al.}\textsuperscript{2} added the oxidation loss in their model, and Han \textit{et al.}\textsuperscript{3} took into account the energy consumption in reheating process, respectively.

Because of the high complexity, we employ differential evolution (DE), one of evolutionary algorithms (EAs), to solve the OOPSRP. Compared with other methods, DE has strong robustness and global optimizing performance with universality, and it is convenient to operate with vectors. Specific to the features of OOPSRP, we modify DE with a space contraction scheme, a new self-adaptive parameter strategy, and a new mutation operator.

Three main innovation points of this paper are summarized below.

1) The new heat transition model established in this paper is accurate enough and much easier to apply in practice than existing mechanism model;

2) In the optimization objectives, according to the practical production requirements, the slab reheating quality for hot rolling, the quantity of oxidation loss in the slab surface, and the energy consumption are considered simultaneously;

3) To effectively solve the OOPSRP with features of multivariable and nonlinear, we propose an improved DE with a space contraction (SC) mechanism, a new composite mutation strategy, and a self-adaptive parameter setting.

The rest of the paper is organized as follows. In Section 2, the optimization strategy and mathematical models of OOPSRP are given, and a modified DE algorithm based on the features of the OOPSRP is proposed in Section 3. In Section 4, extensive numerical experiments on real and simulation data are carried out to evaluate our model and algorithm. Finally, the conclusions and future works are discussed in Section 5.

2. Mathematical Models of OOPSRP

For OOPSRP, a mechanism model of heat transfer as the relationship between the decision variables and objectives to explicitly express the relationship between the furnace temperature and slab temperature is necessary.

Due to the distinctiveness and complexity of the slab reheating furnace, it is very hard to obtain its mathematical model. Most published approaches trying to establish the temperature model of the heat transfer in furnace are based on the system analysis of heat exchange process in furnace. Thermal radiation and transient heat conduction based Finite Volume Method (FVM) are analyzed by Steinboeck \textit{et al.}\textsuperscript{3} for the model establishment, and this model reflects the thermal field in furnace. While a User Defined Function (UDF) program is linked to FLUENT to deal with the dynamic model establishment for unsteady condition calculation considering the movement of slabs by Han \textit{et al.}\textsuperscript{2} Mathemati-
cal models are obtained by Jang and Lee \textit{et al.}\textsuperscript{9} to predict the temperature distribution of furnace and slabs. Tan \textit{et al.}\textsuperscript{9} proposed a model constructed based on zones, in which not only the net thermal radiation exchange between the top and bottom of furnace is considered but also the enthalpy exchange between neighbor zones is calculated. Laurinen and Röning\textsuperscript{6} applied a neural network method to predict the temperature of slabs. Steinboeck \textit{et al.}\textsuperscript{3}, Han \textit{et al.}\textsuperscript{2}, and Martin\textsuperscript{5} predicted the temperature distribution of slabs with the finite volume method. In the above published works, the heat transfer mechanism is adequately analyzed, and the temperature distribution in the furnace is controlled or predicted, which can be a reference for our work. However, the model establishment method above for slab reheating has not been executed for the real production process, \textit{i.e.}, the practicability of modelling should be further enhanced.

In this paper, the mathematical models including several mechanism models and an optimization model are established. For the multi-zone feature of walking beam furnace, a set-point method is applied. The mathematical model is established for every segment of the furnace, which are obtained by equally dividing the whole furnace along the moving direction of slabs, and then the set-point values of segments of furnace are taken as the decision variables to optimize the slab reheating process. Because of the diversities of furnaces and slabs to reheat in different iron and steel corporations, there is no one accurate and fixed mathematical model of the furnace with universality for real slab reheating process. \textit{i.e.}, Sohlberg\textsuperscript{13} determined several parameters of the model with grey box modeling by the actual production condition, which expanded the application range of the model. This idea is also applied in this paper.

The model in this paper is established based on the characteristics of thermal transmission analyzed by Steinboeck \textit{et al.}\textsuperscript{3} The unknown parameters of models are calculated by series of data from a real reheating process in an iron and steel corporation. This method can be adopted by other different furnaces to reheat different slabs with plenty of data from locale.

2.1. Heat Exchange Models

In this paper, we consider the travel length of slabs being reheated in furnace as \textit{D} segments and suppose that slabs move at a constant speed in the furnace. After the slabs are loaded into the furnace, they go through the segments in the furnace. Each segment is considered as an independent system, in which the mathematical models of temperature for furnace and slab are established. To optimize the reheating process of slabs in the furnace, the optimal values of temperature in the segments are determined. The segmented structure of a furnace is shown in \textbf{Fig. 2}.

As shown in \textbf{Fig. 2}, the whole length of the furnace, which is also the displacement of slabs, is equally divided
into $D$ segments along the length direction, and correspondingly the reheating time of slab is also equally divided into $D$ segments of time when the slab moves at a constant speed. Moreover, the heating state of slab at time $t_j$ corresponds to the furnace temperature of segment $j$, i.e., $T_{a}(t_j)$, $T_{c}(t_j)$, and $T_{s}(t_j)$ are the surface, central, and average temperature of a slab, respectively, while $W(t_j)$ is the temperature of segment $j$.

As the variety of slabs and furnace, especially the complicated environment inside the furnace, it is difficult to establish a specific and complete mechanism model of the slab reheating process in the furnace. To overcome this difficulty, a method of polynomial interpolation is adopted to make the mathematical model be solvable with an evolutionary algorithm.

Collocation method,\(^1\) as a polynomial interpolation approach, is an important implicit Runge-Kutta method, which can be used to express differential equation with polynomial interpolation of algebraic type. In this paper, collocation method is used to solve the differential Eq. (1).

The main idea of collocation method is to divide the whole time interval into $D$ grids: $\Delta t_1$, $\Delta t_2$, \ldots, $\Delta t_D$, with $K$ collocation points in each grid, in which the number of time interval is set to $D$ to connect with the OOPSRP. With the collocation method, the time-variant variables of the equation are approximately expressed by polynomials.

The differential Eq. (1) is solved at some time points (collocation points or interpolation points). The state variable $T_d(t_j)$ in this paper is then expressed by a Lagrange polynomial of order $K+1$ in a single finite grid, $K=3$, as is shown in Fig. 3.

As we can observe in the above models, there is a differential Eq. (1) which is nonlinear, multi-variable, and implicit. Generally speaking, EAs do not perform well when solving a problem with differential equation. So we have to convert the differential equation to algebraic type first. However, we do not know the specific expression of $T_d(t_j)$, $W(t_j)$, and $T_i(t_j)$, which makes it difficult to solve the differential equation with traditional integral method. To overcome this difficulty, a method of polynomial interpolation is adopted to make the mathematical model be solvable with an evolutionary algorithm.

The differential Eq. (1) is solved at some time points (collocation points or interpolation points). The state variable $T_d(t_j)$ in this paper is then expressed by a Lagrange polynomial of order $K+1$ in a single finite grid, $K=3$, as is shown in Fig. 3.

In Fig. 3, $\Delta t_j=t_j-t_{j-1}$ is the length of grid $j$ (which is also the time for slab passing one segment of the furnace), and the value of $\Delta t_j$ is normalized in this segment, i.e., $\tau_0 \in [0, 1]$, which is set according to the values set by Biegler,\(^1\) i.e., $\tau_0=0$, $\tau_1=0.155051$, $\tau_2=0.644949$, and $\tau_3=1$.

Lagrange interpolation method is used to get the expression of $T_d(t_j)$ about $K+1$ interpolation points, $k=0, 1, 2, 3$. Then the value of differential variable $T_d(t_j)$ at the collocation point $k$ in grid $j$ is represented as follows.

$$
\sum_{k=0}^{K} \Omega_k (\tau_k) T_d (t_{j,k})
$$

Then we incorporate the differential Eqs. (1) into (4), and the interpolation expression of differential variable $T_d(t_j)$ is rewritten as below.

$$
\sum_{k=0}^{K} \Omega_k (\tau_k) \left( \frac{W(t_{j,k})}{W(t_j)} \right) - \left[ \frac{T_i(t_{j,k})}{T_i(t_j)} \right] = 0
$$

Where $\Omega_k (\tau_k)$ is a cubic polynomial which is determined by (6).

$$
\Omega_k (\tau_k) = \int_0^1 l_k (\tau) d\tau
$$

Where $l_k (\tau)$ is a Lagrange polynomial expressed by (7).

$$
l_k (\tau) = \prod_{i=0, i \neq k}^{K} \frac{(\tau - \tau_i)}{(\tau - \tau_k)}, r = 0, 1, \ldots, K
$$

Here, the differential Eq. (1) is converted to an algebraic form, and the other two mechanical models, i.e., (2) and (3), can be directly applied for optimization, so the mechanism models are rewritten as (8).
Fig. 3. Polynomials interpolation for state variable in a single grid of time.

\[
\begin{align*}
T_e(t) & = T_e(t_{j-1}) + \Delta t \sum_{j=0}^{N} \frac{\Theta_j}{(t_j - t_{j-1})} \left[ (W(t_j))^2 - (T_e(t_j))^2 \right] \\
T_s(t) & = T_s(t_{j-1}) + \Delta t \frac{k_s}{(t_j - t_{j-1})} \left[ (W(t_j))^2 - (T_s(t_j))^2 \right] \\
T_a(t) & = T_a(t_{j-1}) - \Delta t \frac{k_a}{(t_j - t_{j-1})} \left[ (W(t_j))^2 - (T_a(t_j))^2 \right]
\end{align*}
\]

(8)

According to the models in (8), the mechanism models of slab reheating process in the furnace are expressed as an algebraic type which can be solved by an evolutionary algorithm.

2.2. Energy Consumption Model

Respect to the huge energy consumption in the slab reheating process, some developed methods to compute the energy consumption are obtained based on the heat balance principle in each zone of the furnace (17, 18). The energy efficiency is improved by Lee and Jou (19) through reducing the ratio of excess air and increasing the preheating temperature of the air. The furnace damper angle was adjusted by Lee and Jou (20) to lower the pressure in the furnace hearth, retarding the rising velocity of hot gas in it, and then the heat taken by waste gas is decreased. However, it is not easy and convenient to do this. In this paper, the energy consumption is reduced through optimizing the temperature distribution of furnace.

In slab reheating process, the radiation heat and convection heat obtained by slab are the most important factors. Concretely speaking, when there is no change in the furnace construction, the energy saving in the reheating process is actually to economize the radiation and convection heat for slabs.

Respect to the slab reheated in segment \( j \) of the furnace, the radiation heat quantity absorbed by slab (21) is represented as

\[
Q'_r = C_{g,\text{em}} A_m \left[ (W(t_j)/100)^2 - (T_a(t_j)/100)^2 \right], \quad (9)
\]

where \( A_m \) is the reheated surface area of slab, and \( C_{g,\text{em}} \) is the radiation coefficient, which is calculated by

\[
C_{g,\text{em}} = \frac{5.67 \varepsilon_s \varepsilon_m}{\varepsilon_s + \varphi (1 - \varepsilon_s)} \left[ (1 - \varepsilon_s)/(\varepsilon_s + \varepsilon_m + \varepsilon_s (1 - \varepsilon_m)) \right], \quad (10)
\]

with \( \varepsilon_s = 0.238 \) determined by the fuel of the furnace. The metal blackness \( \varepsilon_m = 0.8 \) is obtained from the oxidation condition of the surface. The angle coefficient of slab, \( \varphi = 0.4 \), reflecting the rate of the heating area of reheated slab to the wall area of the furnace.

The convection heat for slab is obtained by

\[
Q'_c = \lambda A_n \left[ (W(t_j))^{1/3} - (T_a(t_j))^{1/3} \right], \quad (11)
\]

with the heat transfer coefficient \( \lambda \), and we set \( \lambda = 24 \text{ (W/ (m°C))} \) in this paper.

Following the Eqs. (9) and (11) above, the heat absorbed by a reheated slab at each sampling point can be expressed as

\[
Q = \sum_{j=1}^{D} (Q'_r + Q'_c), \quad (12)
\]

The heat we calculated above is not the total energy consumption in the slab reheating process, however, this value can be a quantitative index for the energy economic through optimizing temperature of furnace and slab.

2.3. Oxidation Loss of Slabs

As oxidation loss may bring harm to the slab reheating process and the slab itself, there are several published methods to restrain the generating of scale layer for metal, many of which are to spread a coating layer on the surface of slab or other metal (22-24). The coating layer isolates the metal from hot air to prevent the generation of scale layer indeed. The disadvantage of this method is time-consuming, high material cost, and serious reduction of the heat transfer efficiency. Additionally, it is not easy to break away the coating layer from the steel (22, 24) which might decrease the rolling quality and spend extra time to clean up the slab surface. Sun et al. (25) proposed a nitrogen protection to reduce the growth of the oxide-scale layer on the surface of slabs, and it works very well and is easy to clean away. However, it increases much more cost for taking this measure.

An approach for operation optimization is needed to decrease the oxidation effect to slabs in the furnace without the disadvantages above. Commonly, oxide-scale layer forms and grows as the slab surface temperature rises (22, 25, 26). In this paper, we reduce the oxidation loss of slabs by optimizing the reheating curve of slab through appropriately setting segment temperature of the furnace.

The quantity of oxide-scale increases as the surface temperature rises, and the process is nonlinear and dynamic. The weight growth rate of the oxide-scale in a unit area \((m^2)\) of slab (27) is calculated by (13).

\[
\frac{dB(t_j)}{dt_j} = \frac{a_1}{h(t_j) (T_a(t_j) + 273)} \exp \left( \frac{-a_2}{T_a(t_j) + 273} \right), \quad (13)
\]

Where \( a_1 \) and \( a_2 \) are oxidation dynamic constants obtained through the actual parameters of the furnace production, such as the material, the reheating requirement, the atmosphere in the furnace. In this paper, we set \( a_1 = 1.315 \times 10^5 \text{ (kg/m}^2\text{)°K/min} \) and \( a_2 = 19987 \text{ K}^{1/2} \) respectively.

When the slab arrives at the exit of the furnace, we define the reheating time for slab \( t = t_b \), then the surface temperature \( T_a(b) \) has a known value. With the basic method for solving the ordinary differential equation, the weight of oxide-scale on unit area in segment \( j \) can be calculated by the following equation.
\[ h(t_j) = \frac{2\omega_1 \Delta t_j}{T_c(t_j) + 273} \cdot \exp\left( -\frac{-\omega_2}{T_r(t_j) + 273} \right) \] ...... (14)

Since then, the total weight of the oxidation loss of a slab in the reheating process can be calculated as below.

\[ L = A_w \sum_{j=1}^{D} h(t_j) \] .................... (15)

Up to now, the mechanism models for slab reheating process are established along the longitudinal direction of furnace.

2.4. Optimization Model for OOPSRP

In this paper, the optimization objectives are the reheating quality of slab for hot rolling, the energy consumption and the oxidation burning loss in the process.

It is emphasized that, when we calculate the temperature difference of surface and center of slab, as well as the energy consumption of the slab reheating process, only the values of series discrete position points (or time points) can be obtained, which cannot represent the real objective values of OOPSRP, so we adopt the mean values of them instead of the sum of them. From another perspective, this expression for the objective variables can be used for optimization problem with different number of sampling points.

The objective function of OOPSRP is expressed in (16).

\[
\begin{align*}
\min Z &= \frac{\sum_{j=1}^{D} |T_c(t_j) - T_r(t_j)|}{D} \quad \cdots (16) \\
&+ \omega_2 |T_r(t_j) - T_1(t_j)| + \omega_3 \frac{Q}{D} + \omega_4 L
\end{align*}
\]

The first item of objective function proposed above is the mean temperature difference between the surface and the central of a slab in the reheating process. The second one denotes the difference between the actual and expected surface temperatures of slab at the extracting time, in which \( T_s(k) \) and \( T_r(j) \) are respectively the optimized and expected values of surface temperature of slab. The third item of the objective function is the mean energy consumption of slab reheating process in furnace. The last item denotes the final weight of the oxide-scale layer generated in the reheating process. In addition, \( \omega_1, \omega_2, \omega_3, \) and \( \omega_4 \) are the corresponding weight coefficients for the four objective function items, respectively.

Additionally, there are several constraints about temperature to ensure the security of slab and furnace in slab reheating process, which are listed as follows.

\[
\begin{align*}
T_{UL} &\leq T_c(t_j) \leq T_{UL} \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots (17) \\
T_{EL} &\leq T_r(t_j) \leq T_{UL} \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots (18) \\
T_{EL} &\leq T_s(t_j) \leq T_{UL} \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots (19) \\
W_{min} &\leq W(t_j) \leq W_{max} \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots (20)
\end{align*}
\]

In the constraints above, for all \( j \in [1, D] \), constraint (17) limits the surface temperature of a slab in a secure range during the reheating process. Constraints (18) and (19) denote the central and the average temperature ranges of a reheated slab, respectively. Constraint (20) provides the temperature range of segments in furnace hearth. In general, the first three constraints are applied to protect the reheated slabs from over-heated and the fourth one is particularly important for the furnace to keep a secure condition. The upper and the lower bounds in all constraints are given in a real case.

3. An Improved DE for OOPSRP

Due to the fact that the OOPSRP problem is multimodal and nonlinear, we present a novel DE variant to solve the OOPSRP. We define the DE algorithm as O-DE, which means the DE for OOPSRP.

DE, as one of EAs, is a powerful population-based stochastic searching algorithm, which is proposed by Storn and Price in 1995\textsuperscript{20} to solve optimization problems.\textsuperscript{20} Generally speaking, DE is real number encoding, and in the OOPSRP the decision variables are also real values of temperature which are accordance with the encoding way of DE. On the other hand, the decision variables are the temperature of segments of the furnace, respectively, which are a series of parallel values, and the operation objects in DE is vectors, in which the elements are also parallel values. Additionally, the excellent capability for global searching and fast convergence speed of DE enhance the accuracy and rapidity of the solving process, so we can get better solution in a relatively shorter time with DE. Thus we get the conclusion that, DE is a suitable algorithm for solving the OOPSRP in this paper.

In this paper, there are several improvement strategies such as modified initialization, mutation strategy, parameters setting and population structure in the improved DE based on the analysis of the features of OOPSRP.

3.1. Initialization

For the purpose of convenient calculation, we directly use the element \( x_{ij} (j = 1, \ldots, D) \) of the individual \( x_i \) to indicate the temperature of \( j \)-th segment of the furnace.

For the OOPSRP, the temperature of each segment in furnace is limited in a relatively small range to satisfy the requirement of the slab reheating process. Therefore, in O-DE, we use a space contraction (SC) mechanism to set each element \( x_{ij} \) of individual \( x_i \) in a corresponding given range \([L_j, U_j]\) instead of the common range \([W_{min}, W_{max}]\). The values of \( L_j \) and \( U_j \) are set according to the approximate experience range of actual requirement for a real reheating process. Moreover, to achieve the expected slab temperature, the furnace temperature of segments should be non-descending along the path from the entrance to the exit of the furnace, as expressed in Fig. 4. This method can shrink

![Fig. 4. Setting range of segment temperature in the furnace.](image-url)
3.2. Crossover

Mutation is the key operation of DE to generate new mutant individual to guide the searching direction. Employing better individual (with smaller fitness value) in mutation can speed up the rate of convergence, which enhances exploitation searching ability. Adopting random individual in mutation is conductive to increasing diversity of the algorithm, which improves exploration searching ability.

To balance the exploration and exploitation ability of DE, both better and random individuals should be combined in the mutation operation. Therefore, we present a new composite mutation strategy DE/current-to-rand/1(rand-to-better) (CRRRB) in which the base vector is composed by the current individual and a random individual, and the difference vector is constructed by a random individual and a corresponding better individual. The strategy can be expressed as

\[ v_{i,g} = x_{i,g} + F \cdot (x_{r_1,g} - x_{i,g}) + F \cdot (x_{r_2,g} - x_{i,g}), \quad i \neq r_1 \neq r_2, \]

where \( r_1 \) and \( r_2 \) are two randomly indexes different from \( i \), and \( br_2 \) is the index of a random individual with better fitness value than \( x_{r_2,g} \), i.e., \( f(x_{r_2,g}) < f(x_{r_2,g}) \). In the new mutation strategy, the composite base vector is \( x_{i,g} + F \cdot (x_{r_1,g} - x_{i,g}) \) with which we can maintain the diversity of the population by employing current and random individuals. The difference vector \( x_{r_2,g} - x_{i,g} \) is applied to guide the searching direction of the individuals by adopting a random individual and a correspondingly better individual.

3.3. Crossover

After mutation operation, a new mutation individual \( v_{i,g} \) and its corresponding target individual \( x_{i,g} \) are recombined via classic crossover operation to generate trial individual \( u_{i,g} \). Each element of \( u_{i,g} \) is derived via \( 23) \)

\[ u_{i,g} = \begin{cases} v_{i,g}, & \text{if} \ {\text{rand}}_j (0,1) \leq CR \ \text{or} \ j = j_{\text{rand}} \cr x_{i,g}, & \text{otherwise} \end{cases} \]

The evolution operation (involving mutation and crossover) of DE can be denoted as DE/x/Np/2\(^{29}\). The symbols \( x, y, \) and \( z \) indicate the base vector, difference vector, and crossover operator, respectively.

3.4. Parameters Setting

As statement in many literatures, the performance of DE is very sensitive to the setting of its control parameters. There are three parameters in DE, i.e., mutation factor \( F \), crossover factor \( CR \), and population size \( NP \). \( F \) is a scaling factor that controls the step size of searching by adjusting the size of difference vector. \( CR \) is a probability factor that controls the proportion of mutant elements combining into the trial individual. In O-DE, based on the difference between mutation and crossover, and features of the issue, we develop a self-adaptive parameter setting (SAPS) method which includes a position-based self-adaptive strategy and a fitness-based self-adaptive strategy for tuning \( F \) and \( CR \) values, respectively.

3.4.1. Position-based Self-adaptive Strategy (PBSA)

In the individual presentation, each individual indicates the temperature of each segment of furnace. During the searching process, each element \( x_j \) of individual \( x_i \) gradually tends to be close to corresponding value of the best individual \( x_{best} \) of current population. However, the change trends (i.e., speed and direction of move) of elements are mutually different. To take a simple instance as expressed in Fig. 5, \( P \) is a small population composed of four individuals \( x_1, x_2, x_3, \) and \( x_4 \), where \( x_1 \) is also the best solution found so far, i.e., \( x_{best} \). Generally speaking, in the solution space, other individuals should move along the direction towards to \( x_{best} \) to obtain better fitness value. For the first element 420 of the individual \( x_2 \), the best step size is 30, however for the third element 552, to achieve 550 only needs two steps for \( x_2 \). It can be seen from this kind of general situation that the needed step size for different elements are mutually different. In other words, promising values of mutant factor \( F \) for each element of the individual should be different with each other. Therefore, the single \( F_i \) value of classical DE is replaced by a vector \( F_i = \{ F_{1,i}, ..., F_{NP,i} \} \).

The value of \( F_{i,j} (j=1,...,D) \) in \( F_i \) for the \( j \)th element of \( x_i \) can be obtained by

\[ F_{i,j} = \frac{x_{i,j} - x_{best,j}}{x_{max,j} - x_{min,j}} + 1, \quad i=1,...,NP, \quad j=1,...,D, \quad (24) \]

where \( x_{max,j} \) and \( x_{min,j} \) are maximum and minimum values of the \( j \)th element of the corresponding individual within the population, respectively. For the first \( (j=1) \) element in this instance, \( F_{2,1} \) should be approximately set to 0.5 (≈31/61) because corresponding values of elements \( x_{1,j}, x_{best,j}, x_{max,j}, \) and \( x_{min,j} \) are 420, 450, 450, and 390, respectively, among the population \( P \). Similarly, \( F_{2,2} \) and \( F_{2,3} \) are approximately set to 0.25 and 0.2, respectively. For the best individual \( x_{best} \) of the current generation, its mutation factor vector \( F_{best} \) is derived randomly from the range (0, 1).

According to the strategy, instead of a single \( F \), a mutant factor vector \( F \) is generated for each individual. Moreover, to achieve the promising solution, the closer to the corresponding element of the best individual, the smaller \( F \) value is assigned, vice versa.
3.4.2. Fitness-based Self-adaptive Strategy (FBSA)

The crossover operation combines target individual $x_i$ and mutant individual $v_i$ to generate a trial (offspring) individual $u_i$. In other words, $u_i$ inherits some genes from $x_i$ and obtains some new elements from $v_i$ as well. For evolving the whole population, when $x_i$ is a superior solution in the parent population, the offspring should acquire more elements from the target individual with a relatively smaller $CR$ value. On the contrary, if $x_i$ is an inferior one, $u_i$ is supposed to get more new components from the mutant individual with a relatively larger $CR$ value.

Base on the analysis above, a fitness-based self-adaptive strategy is adopted to set $CR_i$ for each target individual $x_i$ according to its fitness value $f_i$ as follows:

$$CR_i = \frac{f_i - f_L + f_{L2} - f_U}{f_U - f_L + f_{L2} - f_L}. \tag{25}$$

In formula (25), $f_L, f_{L2},$ and $f_U$ are the minimum, the second minimum, and the maximum fitness values, respectively, which are obtained till the current generation. The difference between $f_{L2}$ and $f_L$ is applied to prevent the value of parameter $CR$ being 0.

With the proposed parameter setting strategies, $F$ and $CR$ can be self-adaptively adjusted by PBSA and FBSA, respectively. To further balance the exploration and exploitation searching abilities, the Cauchy distribution is introduced to enhance the diversity of the parameters. Specifically, we assign the parameters as expressed as

$$F_i = \text{randc}(x_F, \gamma_F), \tag{26}$$

$$CR_i = \text{randc}(x_{CR}, \gamma_{CR}), \tag{27}$$

where the function $\text{randc}()$ returns the random values that following the Cauchy distribution. In the Cauchy distribution, central values $x_F$ and $x_{CR}$ are calculated by (24) and (25), respectively, and both of scaling parameters $\gamma_F$ and $\gamma_{CR}$ are set to 0.3. Comparing with Normal distribution, Cauchy distribution has a flatter and wider curve, i.e., the latter can bring us more diverse parameter.

4. Experiment Results

To evaluate the accuracy of our heat exchange model proposed in Subsection 2.1, we firstly collected three groups of actual data, which include the temperature values of furnace and slab, from three different reheating furnaces of the BaoSteel Corporation. For the distinctions between the three furnaces, they are not for the same hot rolling production line. The corresponding condition values of operating environment are described as follows:

4.1. Accuracy of Heat Exchange Model

To evaluate the accuracy of our heat exchange model, we firstly collected three groups of actual data, which include the temperature values of furnace and slab, from three different reheating furnaces of the BaoSteel Corporation. For the distinctions between the three furnaces, they are not for the same hot rolling production line. The corresponding condition values of operating environment are described as follows:

4.1.1. Structure Parameters of Furnace

The efficient length of the furnace is 45 m. In addition, the reheating time of slab is 180 minutes, 194 minutes and 221 minutes in the furnace 1#, furnace 2# and furnace 3#, respectively.

4.1.2. Size of Slab

Because of the mathematical model depends on real condition parameters, we obtain different models through different reheated slabs, and a certain type of slab to reheat is enough for these experiments. Therefore, the testing slab sizes we applied are 9 000 mm (length) $\times$ 1 200 mm (width) $\times$ 210 mm (thickness).

4.1.3. Temperature Requirements of the Reheating Process

The expected extracting temperature of slab is set to be 1 200°C, and the slabs initiatory temperature is set to 20°C, while the difference the final temperature with the idea value is limited to 30°C. The iron type of slabs is HPHC, which is a type of European standard steel mainly used in large steel truss structure.

Under the above conditions, the temperature of furnace ($W$), slab center ($T_c$), and slab surface ($T_s$) are sampled and recorded once every 20 seconds through a “black box” with temperature recorder. To briefly express the temperature change processes of furnace and slabs, and match the segment variables of our operation optimization method, we uniformly extract 12 values for average temperature during the whole reheating process. Therefore, the real temperature curves of three furnaces and corresponding testing slabs can be illustrated in Fig. 6, where $T_1$ and $T_2$ indicate the average temperature of testing slab and the temperature difference between surface and center ($= T_s - T_c$), respectively.

Putting these values into the mechanism model formula (8), we can compute the temperature coefficients $k_s$, $k_o$, and $k_e$ of each furnace, and list them in Table 1.

To clearly analyze and compare the performance indicators of each group, we calculate temperature difference index (TD1) between surface and center, final temperature difference index (TD2), energy consumption (EC), and oxidation loss (OL) of objective function (16), respectively, and list them in Table 2.

Through the actual index values in Table 2, we can observe that, there exist great differences between the orders of magnitude of the four index values. To fully reflect the contribution made by each index value to the objective function, we normalize them by setting the weight coefficients as expressed in Table 3.

Therefore, combining with the given coefficients, we can obtain the objective function values (FV) of three groups of actual temperature data.
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In Table 2, based on the heat transfer mechanism model (8), the slab temperature under actual furnace temperature data can be calculated. Three additional groups of real temperature data for furnaces 1#, 2#, and 3# are collected to verify our model. The slab reheating curves of corresponding temperature difference ($T_d'$) between actual average temperature ($T_a$) and calculated value ($T_a'$) by the model are illustrated in Fig. 7.

From the curves, it can be seen that the difference between the actual and the calculated temperature values
are limited within a small range (–15°C, 20°C) during the whole reheating process. This range satisfies the given accuracy requirement in practical slab reheating process. In other words, the proposed heat transfer mechanism models are accurate enough to apply for the optimization model to evaluate the reasonability of the furnace temperature.

4.2. Comparing with Other Algorithms

In this subsection, to demonstrate the outstanding performance of O-DE to solve the OOPSRP problem, eight different methods are selected as the competitors, which include five well-known classic DE variants, one improved DE variant, one none-DE algorithm, and manual method as follows.

1) DE/rand/1/bin with \( F = 0.5, CR = 0.5 \);
2) DE/best/1/bin with \( F = 0.5, CR = 0.5 \);
3) DE/current-to-best/1/bin with \( F = 0.5, CR = 0.5 \);
4) DE/rand/2/bin with \( F = 0.5, CR = 0.5 \);
5) DE/best/2/bin with \( F = 0.5, CR = 0.5 \);
6) IDE with the suggested parameters setting;(30)
7) CLPSO with the best parameters used in;(31)
8) Manual method, i.e., the actual temperature data.

The testing slab and three furnaces used for collecting temperature data in previous subsection are still employed to construct the test environment, and the corresponding condition parameters are set as before. To protect the furnace stack, the temperature of the furnace is limited in the range [300°C, 1300°C] which also includes the searching range of each dimensional element of individuals in algorithm. Besides, to prevent slabs being over burnt or under burnt, the range [35°C, 1250°C] is taken for the average, surface, and central temperature boundary of slab, simultaneously. In addition, the values of temperature coefficients and weight coefficients of model are set as in Tables 1 and 3, respectively.

For all the testing algorithms, the population size \( NP = 50 \), and 30 independent runs are conducted with \( g_{\text{max}} = 200 \), i.e., the number of objective function evaluations (FES) equals 10 000 \((NP \times g_{\text{max}})\). We directly employ the objective function value \( f(x_{\text{best}}) \) to evaluate the performance of each algorithm, where \( x_{\text{best}} \) is the best solution found so far until the searching stop. In addition, the mean value (denoted by Mean) of the 30 runs and the corresponding standard deviation (denoted by St.d.) are calculated and listed in the experimental results Table 4.

Furthermore, to get a statistic conclusion of the numerical results, we apply the two-sided Wilcoxon rank sum test(32) with 0.05 significant level to analyze the significance of the performance difference between O-DE and each competitor algorithm. In the results Table, we also mark the three kinds of statistics significant cases (denoted by Stat.) with “+”, “=”, and “-” to indicate that O-DE performs significant better than, similar to, and worse than the competitor, respectively.

From the results, we can conclude that O-DE performs significantly better than other competitors for all test instances.

4.3. Insight Analyses

In this subsection, based on the experimental results above, a series of insight analyses are given on OOPSRP and O-DE.
4.3.1. On OOPSRP

The reheating curves of testing slab within practical furnace temperature have been depicted in Subsection 4.1, here we draw the temperature curves of the slab in Fig. 8, according to the optimized furnace temperature obtained by O-DE.

In Fig. 8, comparing with the un-optimized heating curves in Fig. 6, we can observe from the optimized curves that the temperature of three furnaces rise smoothly during the first half of heating process (including preheating zone and reheating zone 1), and keeps in a relatively stable range at the latter half of heating process (including reheating zone 2 and soaking zone). Besides, under this kind of temperature distribution, the difference between slab center and surface temperatures becomes smaller.

Therefore, we can obtain a conclusion that the optimized furnace temperature is more suitable for the heating process of slabs.

4.3.2. On O-DE

According to the No Free Lunch Theorem, there is no algorithm that can perfectly solve all kinds of optimization problems, i.e., the algorithm is problem dependent. In other words, for a specific issue, the improved strategies derived from the both problem feature and algorithm mechanism have to be combined to construct an effective solver method.

O-DE is developed to solve the OOPSRP based on the features of the problem. Firstly, according to the different temperature range of different furnace segments, SC mechanism shrinks the feasible region and thus speeds up the convergence rate. Secondly, based on the above strategy, adaptive parameter setting assigns control parameters for furnace temperature of each segment, which can improve the searching effectiveness. Finally, the CRRB mutation operator enhances the diversity of algorithm population and guides the searching direction by introducing random and better individuals, respectively.

In conclusion, the problem-dependent improvement strategies make our method perform better than the other algorithms on solving the OOPSRP.

5. Conclusions

In this paper, we focus on the OOPSRP problem, i.e., to optimize the extracting temperature of slab by tuning the furnace temperature. For this purpose, first, we modified and presented a new heat transfer model between furnace and slab. Then, an optimization model of OOPSRP is established. Subsequently, to solve the OOPSRP problem efficiently, an improved DE based operation optimization method is proposed, which contains three new strategies derived according to the features of the problems. Finally, based on actual data, extensive computational experiments are carried out to test the proposed model and approach. The experimental results show that our mechanism model can express the heat transition relationship between the temperatures of furnace and slabs.

In terms of a continuation of the research in this paper, we are investigating the data driven method based general method to establish the heating transform model. We are also developing an application software platform based on our model and algorithm and identifying opportunities to solve practical issues by collaborating with the enterprise.
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