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Abstract
Hydrogen is expected as new fuel instead of fossil fuel. It will be used as fuel of a fuel cell for which development is performed actively. But it is difficult to experiment the hydrogen dispersion in case of hydrogen leaks. Therefore clarifying the hydrogen dispersion with numerical analysis becomes important. Furthermore, hydrogen dispersion under various conditions can be clarified with numerical analysis, which is useful to use hydrogen safely. This paper deals with computer simulation of the hydrogen dispersion by a finite element method. The mathematical model of hydrogen dispersion is governed by the momentum equations, the continuity equation and the hydrogen mass conservation equation. The model presented here is a three-dimensional, incompressible, non-stationary model. This paper describes a finite element method with the stabilization technique for solving Navier-Stokes equations and the advection diffusion equation for hydrogen concentration like the Boussinesq approximation of thermal convection problems. Improved numerical results are also shown.
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1. Introduction

While various new energies are considered instead of fossil fuel, hydrogen is one of the most interesting energy in this century. It is greatly expanding the possibility from use as a current industrial gas to the basic energy of a social system. It will be used as fuel of a fuel cell for which development is performed actively. A fuel cell immediately changes the chemical energy of hydrogen and oxygen to electrical energy. This conversion has high efficiency and low emissions. In the demand for the zero emission and the CO2 reduction, the expectation for clean hydrogen is growing more and more. Many scientists are studying characteristic features of hydrogen. But it is difficult to experiment the hydrogen dispersion in case of hydrogen leaks, because hydrogen has a high diffusion coefficient and low kinematic viscosity. Hence clarifying the hydrogen dispersion with numerical analysis becomes important1).
This paper demonstrates a simulation of the hydrogen dispersion by a finite element method with the stabilization technique\(^2\). In the previous paper\(^3\), we used the same method but numerical results did not agree with experimental ones. By changing boundary conditions suitably, this paper shows improved results. The organization of the paper is as follows. In Section 2, a three-dimensional, incompressible, non-stationary model is developed to simulate the hydrogen dispersion. The equations consist of the momentum equations, the continuity equation and the hydrogen mass conservation equation. Section 3 describes a finite element method with the stabilization technique for solving Navier-Stokes equations and the advection diffusion equation for hydrogen concentration like the Boussinesq approximation of thermal convection problems\(^4\). We use Bercovier-Pironneau elements\(^5\) for the velocity and the pressure, and smaller P1 elements for the concentration of hydrogen. The backward Euler method is used for the time integration. In Section 4, numerical results are reported. Finally conclusions are described in Section 5.

2. A Mathematical Model

A three-dimensional incompressible non-stationary model of hydrogen dispersion is developed to simulate the hydrodynamics of gas flow. Figure 1 shows a computational model of a hallway\(^1\)\(^3\). The hydrogen leaks from the floor at the left end of the hallway. There are a roof vent and a lower door vent for the gas ventilation at the right end of the hallway. The shapes of the hydrogen inlet and two vents are rectangles like Fig.1. Four sensors were set at black points in Fig.1.

2.1 Basic Equations

Let \( \Omega \) be the three-dimensional polyhedral domain with the boundary \( \partial \Omega \). The conservation equations of mass and momentum are as follows:
The mass conservation equation for the hydrogen is written as

\[
\frac{\partial C}{\partial t} + \mathbf{u} \cdot \nabla C - a \Delta C = S \quad \text{in } \Omega.
\]  

In the above, \( \mathbf{u} = (u_1, u_2, u_3)^T \) is the velocity [m/s]; \( t \) is time [s]; \( \nu \) is the kinematic viscosity coefficient [m²/s]; \( p \) is the gas mixture gauge pressure normalized by the density [m²/s²] (hereafter \( p \) is shortly called pressure); \( \mathbf{g} = (g_1, g_2, g_3)^T \) is the gravity [m/s²]; \( \beta \) is the coefficient [-]; \( C \) is the mass concentration of hydrogen [mass%]; \( a \) is the hydrogen diffusion coefficient in air [m²/s]; \( S \) is the source term [1/s]; and \( D_y \) is the rate of strain tensor [1/s] defined by

\[
D_y(u) = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \quad i, j = 1, 2, 3.
\]  

2.2 Boundary Conditions

Here, the boundary conditions are described precisely. \( \Gamma_{\text{inlet}}, \Gamma_{\text{roof}} \) and \( \Gamma_{\text{door}} \) denote the boundary of the hydrogen inlet, the boundary of the roof vent, and the boundary of the door vent, respectively.

At the inlet, the hydrogen leaks in the vertical direction. The velocity and the concentration are specified as follows;

\[
\begin{align*}
\mathbf{u}_1 &= 0 \quad \text{[m/s]} \\
\mathbf{u}_2 &= 0 \quad \text{[m/s]} \\
\mathbf{u}_3 &= 0.02 \quad \text{[m/s]} \\
C &= 6.94 \quad \text{[mass%]}
\end{align*}
\]  

(5)

It is noted that the mass concentration is set to be 6.94 [mass%] by considering the density difference between air and hydrogen. The Reynolds number on the inlet is below 60.

Boundary conditions of both vents are the following. At the roof vent, the hydrogen is discharged outside freely. However, at the door vent, the air comes from the boundary because the inflow condition appears in this model.

\[
\begin{align*}
\sum_{j=1}^{3} \sigma_{y} n_j &= 0 \quad \text{[m²/s²]} \\
\frac{\partial C}{\partial n} &= 0 \quad \text{[m/s]}
\end{align*}
\]  

(6a)

on \( \Gamma_{\text{roof}} \).
\[
\begin{cases}
\sum_{j=1}^{3} \sigma_{ij} n_j = 0 \quad [\text{m}^2/\text{s}^2] \\
C = 0 \quad [\text{mass}\%]
\end{cases}
\text{ on } \Gamma_{\text{door}}, \quad (6b)
\]

where \( \sigma(u, p) \) is the stress tensor normalized by the density \([\text{m}^2/\text{s}^2]\) defined by
\[
\sigma_{ij} = -p \delta_{ij} + 2\nu D_{ij}(u) \quad i, j = 1, 2, 3,
\]
with the Kronecker delta \( \delta_{ij} \) and \( n \) is the unit normal vector.

At the other boundary, there is no inflow of hydrogen.
\[
\begin{cases}
u_1 = u_2 = u_3 = 0 \quad [\text{m/s}] \\
a \frac{\partial C}{\partial n} = 0 \quad [\text{m/s}] 
\end{cases}
\text{ on } \partial \Omega - (\Gamma_{\text{inlet}} + \Gamma_{\text{roof}} + \Gamma_{\text{door}}), \quad (8)
\]

2.3 Initial Conditions

The initial conditions are described as follows;
\[
\begin{cases}
u_1 = u_2 = u_3 = 0 \quad [\text{m/s}] \\
C = 0 \quad [\text{mass}\%]
\end{cases}
\text{ in } \Omega, \quad (9)
\]

3. Numerical Method

3.1 Formulation

Again, let \( \Omega \) be a three-dimensional polyhedral domain with the boundary \( \partial \Omega \).

\( \Gamma_u \) denotes the boundary with specified velocity. \( \Gamma_c \) denotes the boundary with specified concentration. We consider the non-stationary Navier-Stokes equations and the advection diffusion equation as follows;

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u - 2\nu \nabla \cdot D(u) + \nabla p = -\beta C g \quad \text{in } \Omega \times (0, T), \quad (10)
\]

\[
\nabla \cdot u = 0 \quad \text{in } \Omega \times (0, T), \quad (11)
\]
\[
\frac{\partial C}{\partial t} + \mathbf{u} \cdot \nabla C - a\Delta C = S \quad \text{in } \Omega \times (0, T),
\]
(12)

\[
\mathbf{u} = \mathbf{u}^0 \quad \text{on } \Gamma_u \times (0, T),
\]
(13)

\[
C = \hat{C} \quad \text{on } \Gamma_c \times (0, T),
\]
(14)

\[
\sum_{j=1}^{3} \sigma_j n_j = 0 \quad \text{on } (\partial \Omega - \Gamma_u) \times (0, T),
\]
(15)

\[
a \frac{\partial C}{\partial n} = 0 \quad \text{on } (\partial \Omega - \Gamma_c) \times (0, T),
\]
(16)

\[
\mathbf{u} = \mathbf{u}^0, \ C = C^0 \quad \text{in } \Omega \text{ at } t = 0,
\]
(17)

where \( T \) is the total time [s]; \( \mathbf{u}^0 \) is the initial velocity [m/s]; \( C^0 \) is the initial concentration [mass%]; \( \hat{\mathbf{u}} \) is the boundary velocity [m/s]; and \( \hat{C} \) is the boundary concentration [mass%].

As the weak form, the following system is considered;

\[
\left( \frac{\partial \mathbf{u}}{\partial t}, \mathbf{v} \right) + \left( \mathbf{u} \cdot \nabla \mathbf{u}, \mathbf{v} \right) + (2\nu D(\mathbf{u}), D(\mathbf{v})) - (p, \nabla \cdot \mathbf{v}) + (\beta \mathbf{g}, \mathbf{v}) = 0 \quad \text{for } \mathbf{v} \in V,
\]
(18)

\[-(\nabla \cdot \mathbf{u}, q) = 0 \quad \text{for } q \in Q,
\]
(19)

\[
\left( \frac{\partial C}{\partial t}, \theta \right) + \left( \mathbf{u} \cdot \nabla C, \theta \right) + (a\nabla C, \nabla \theta) = (S, \theta) \quad \text{for } \theta \in \Theta.
\]
(20)

Here, \( L^2(\Omega) \) denotes the space of square summable functions in \( \Omega \), and \( H^1(\Omega) \) is the space of functions in \( L^2(\Omega) \) with derivatives up to the first order.

\[
V(\mathbf{g}_1) \equiv \{ \mathbf{v} \in (H^1(\Omega))^3; \mathbf{v} = \mathbf{g}_1 \text{ on } \Gamma_u \}, \quad V \equiv V(0),
\]
(21)

\[
Q \equiv \{ q \in L^2(\Omega) \},
\]
(22)

\[
\Theta(\mathbf{g}_2) \equiv \{ \theta \in H^1(\Omega); \theta = \mathbf{g}_2 \text{ on } \Gamma_c \}, \Theta \equiv \Theta(0),
\]
(23)

where \( \cdot, \cdot \) denotes the \( L^2 \)-inner product over \( \Omega \).
3.2 Finite Element Approximation

Let us consider approximations of above formulations. The finite element method is used for discretization of space, and the backward Euler method is used for discretization of time. The Bercovier-Pironneau tetrahedral elements are used for approximations of velocity and pressure. The concentration is approximated like the velocity. The approximation scheme without stabilization terms is first explained as follows;

\[
\frac{u_h^{(n+1)} - u_h^{(n)}}{\Delta t}, v_h + \left( u_h^{(n)} \cdot \nabla u_h^{(n+1)}, v_h \right) + \left( 2\nu D(u_h^{(n+1)}), D(v_h) \right) - \left( p_h^{(n+1)}, \nabla \cdot v_h \right) \\
+ \left( \beta C_h^{(n+1)} g, v_h \right) - \left( \nabla \cdot u_h^{(n+1)}, q_h \right) + \left( \frac{C_h^{(n+1)} - C_h^{(n)}}{\Delta t}, \theta_h \right) + \left( u_h^{(n)} \cdot \nabla C_h^{(n+1)}, \theta_h \right) \\
+ \left( \alpha \nabla C_h^{(n+1)}, \nabla \theta_h \right) = (S, \theta_h) \tag{24}
\]

for \( v_h \in V_h, q_h \in Q_h, \theta_h \in \Theta_h, \)

where \( \Delta t \) denotes a time increment. \( u_h^{(n)}, p_h^{(n)} \) and \( C_h^{(n)} \) denote the finite element approximations of \( u, p \) and \( C \) at time \( n\Delta t \), respectively. \( V_h, Q_h \) and \( \Theta_h \) are finite element approximation spaces of \( V, Q \) and \( \Theta \), respectively.

![Fig.2 Bercovier-Pironneau elements.](image)

3.3 Stabilization Methods

Now, our computational scheme with stabilization terms is introduced as follows;

\[
B^{NS}(u_h, p_h, C_h ; v_h, q_h, \theta_h) + B^{CO}(u_h, v_h, q_h) + B^{AD}(u_h, C_h ; v_h, \theta_h) = F^{AD}(v_h, \theta_h)
\]

for \((v_h, q_h, \theta_h) \in V_h \times Q_h \times \Theta_h, \) \( \tag{25} \)
where

\[
B^{NS}(u, p, C; v, q, \theta) = \left( \frac{u^{(n+1)} - u^{(n)}}{\Delta t}, v \right) + \left( (u^{(n)} \cdot \nabla)u^{(n+1)} \right) + \left( 2\nu D\left( u^{(n+1)} \right), D(v) \right) - \left( p^{(n+1)}, \nabla \cdot v \right) + (\beta C^{(n+1)} g, v) + \sum_{K \in 3h/2} \tau_{K}^{NS} \left( \nabla p^{(n+1)} + \beta C^{(n+1)} g, \left( u^{(n)} \cdot \nabla \right) v - \nabla q \right)
\]

\[
B^{CO}(u; v, q) = -\left( \nabla \cdot u^{(n+1)}, q \right) + \sum_{K \in 3h/2} \tau_{K}^{CO} \left( \nabla \cdot u^{(n+1)}, \nabla \cdot v \right)_K,
\]

\[
B^{AD}(u; C; v, \theta) = \left( \frac{C^{(n+1)} - C^{(n)}}{\Delta t}, \theta \right) + \left( u^{(n)} \cdot \nabla C^{(n+1)}, \theta \right) + \left( a \nabla C^{(n+1)}, \nabla \theta \right) + \sum_{K \in 3h/2} \tau_{K}^{AD} \left( \frac{C^{(n+1)} - C^{(n)}}{\Delta t} + u^{(n)} \cdot \nabla C^{(n+1)}, \theta \right)_K,
\]

\[
F^{AD}(v, \theta) = (S, \theta) + \sum_{K \in 3h/2} \tau_{K}^{AD} \left( S, u^{(n)} \cdot \nabla \theta \right)_K,
\]

where \((\cdot, \cdot)_K\) denotes the \(L^2\) inner product over each subdivided tetrahedral closed piece \(K\). The stabilization parameters \(\tau_{NS}^K\), \(\tau_{CO}^K\) and \(\tau_{AD}^K\) are defined by

\[
\tau_{NS}^K = \min \left\{ \frac{\Delta t}{2} \left( \frac{h_K}{2u_h^{(n)}} \right)^2, \frac{h_K^2}{24\nu} \right\}, \quad (26)
\]

\[
\tau_{CO}^K = \min \left\{ \frac{\lambda u_h^{(n)}}{12\nu}, \lambda u_h^{(n)} h_K \right\}, \quad (27)
\]

\[
\tau_{AD}^K = \min \left\{ \frac{\Delta t}{2} \left( \frac{h_K}{2u_h^{(n)}} \right)^2, \frac{h_K^2}{12a} \right\}, \quad (28)
\]

where the constant \(\lambda\) is set to be 1, \(u_h^{(n)}\) denotes the maximum norm of \(u\) in \(K\), and \(h_K\) denotes the diameter of \(K\). The symbol \(3h/2\) denotes the subdivision of the triangulation \(3_h\), which is constructed by using eight small tetrahedral pieces of each
element of \( \mathcal{J}_h \).

![Analysis flow chart](image)

**Fig.3** Analysis flow chart.

### 4. Numerical Results

#### 4.1 Parameters

Several parameters including gas properties are summarized in **Table 1**.

**Table 1** Parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>kinematic viscosity ( \nu )</td>
<td>( 1.05 \times 10^{-4} , [\text{m}^2/\text{s}] )</td>
</tr>
<tr>
<td>diffusion coefficient in air ( a )</td>
<td>( 6.1 \times 10^{-3} , [\text{m}^2/\text{s}] )</td>
</tr>
<tr>
<td>coefficient ( \beta )</td>
<td>( 13.4 , [-] )</td>
</tr>
<tr>
<td>gravity ( g )</td>
<td>( (0.0, -9.8) , [\text{m/s}^2] )</td>
</tr>
<tr>
<td>source term ( S )</td>
<td>( 0 , [1/\text{s}] )</td>
</tr>
</tbody>
</table>

#### 4.2 The Coefficient \( \beta \)

In thermal convection problems, the coefficient \( \beta \) is known as the thermal expansion coefficient. But, in this hydrogen dispersion, the coefficient \( \beta \) is unknown. We determine the coefficient \( \beta \) by the following:

The buoyancy force is represented by:

\[
f = (1 - \frac{\rho_{\text{air}}}{\rho}) g,
\]

where \( f \) is the buoyancy force normalized by the density \([\text{m/s}^2]\); \( \rho_{\text{air}} \) is the density of air \([\text{kg/m}^3]\); \( \rho \) is the mixture gas density \([\text{kg/m}^3]\) represented by:

\[
\rho = \frac{P_m}{[CR_{H_2} + (1 - C)R_{\text{air}}]T_m},
\]
where \( P_m \) is the absolute pressure of the mixture gas [Pa]; \( T_m \) is the absolute temperature [K]; \( R_{H_2} \) is the gas constant of hydrogen [J/(kg·K)]; \( R_{air} \) is the gas constant of air [J/(kg·K)].

On the other hand, the buoyancy force in the Boussinesq approximation is represented by the following:

\[
f = -\beta C g. \tag{31}\]

We write Fig.4 using the following parameters in Table 2. Figure 4 shows the coefficient \( \beta = 13.4 \).

Table 2  Parameters at 1 [atm] and 20 [°C].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>density of air ( \rho_{air} )</td>
<td>1.209 [kg/m³]</td>
</tr>
<tr>
<td>gas constant of hydrogen ( R_{H_2} )</td>
<td>4,122 [J/(kg·K)]</td>
</tr>
<tr>
<td>gas constant of air ( R_{air} )</td>
<td>287 [J/(kg·K)]</td>
</tr>
<tr>
<td>absolute temperature ( T_m )</td>
<td>293 [K]</td>
</tr>
<tr>
<td>absolute pressure ( P_m )</td>
<td>( 1.01 \times 10^5 ) [Pa]</td>
</tr>
</tbody>
</table>

![Fig.4 Relation between C and \((1 - \rho_{air}/\rho)\).](image)

4.3 Other Numerical Conditions

The number of elements and degrees of freedom are 165,434 and 870,447, respectively. A time increment is 0.5 [s]. BiCGSTAB(\( L \)) method with the incomplete \( LDU \) factorization preconditioner is used as the solver for each step in the time integration. The number \( L \) is set to be 4. The acceleration factor is set to be 1.05. Computation of the model was performed on a Pentium 4 (3.2 GHz) with 1 CPU. It took 70 hours for the computation.
4.4 Results

Figure 5 shows our computational results of the hydrogen concentration at four sensors. We compare these results with the data of the reference\(^7\). Figure 6 shows the reference data. Both our results and the data are almost similar. In fact, it is noted that experimental data\(^7\) at four sensors (specially at Sensor 1) also have strong oscillations like Fig.7. Therefore, we can say that we have more accurate verification of computational results than that in the previous paper\(^3\). In fact, in the previous paper\(^3\), we had about 10 times higher volumetric concentration in spite of similar volumetric concentration distributions when \(C = 100\) [mass\%] was given in (5). Other computational conditions were completely the same. This fact means that \(C = 6.94\) [mass\%] in (5) is so important, which considers the density difference between air and hydrogen.

Figure 8 shows velocity fields at the \(x_2-x_3\) surface on \(x_1=0.37\)m. Figure 9 shows the hydrogen concentration distributions at the same time.

![Fig. 5 Our results of the hydrogen concentration at four sensors.](image)

![Fig. 6 Experimental data\(^7\)](image)
Fig. 7 Oscillations of experimental data

Fig. 8 Velocity fields at time 2.5[s], 5[s], 50[s] and 100[s] (velocity range : 0~0.15 [m/s]).
Fig. 9 The hydrogen concentration distributions at time 2.5[s], 5[s], 50[s] and 100[s] (hydrogen concentration : 0~30 [volume %]).

5. Conclusions

The dispersion phenomena of hydrogen are modeled by using the analogy of thermal convection problems with the Boussinesq approximation. The flow of hydrogen is grasped by using a stabilized finite element method. We have had more accurate verification of computational results than that in the previous paper3).
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