Data-Adaptive Inversion of the Oklahoma EMAP Dataset
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The Oklahoma EMAP dataset was analyzed using a two-dimensional inversion algorithm which includes static shifts as free parameters. Model misfit was minimized while simultaneously minimizing the resistivity roughness norm and the static shift $L2$ norm. The tradeoff parameters between the model misfit and these two norms were determined to minimize the Akaike's Bayesian Information Criterion (ABIC).

1. Introduction

The objective of the Oklahoma EMAP survey was to map the subsurface distribution of a sedimentary layer through surface inhomogeneity. The objective of this paper is to apply recent techniques in inversion of MT data to that dataset in order to elaborate the interpretation.

The nature of the dataset is reviewed by Jones and Schultz (1997). Briefly, the dataset consists of 93 electric dipoles aligned in one direction for an EMAP survey. Accordingly, only TM mode data are available from impedance component $Z_{xy}$, where $x$ is the direction parallel to the profile. Dipole separation ranges from 149 m to 1089 m and the typical dipole lengths range between 220 and 250 m. The observation frequency (period) range is from 384 Hz to 0.00055 Hz (1820 s).

2. Two-Dimensional Inversion Scheme

A two-dimensional inversion was applied to the TM mode data ($Z_{xy}$), based on the work of Ogawa and Uchida (1996) and Ogawa (1997). An outline of the idea is described below.

The model uses finite element elements, of rectangular shape, grouped into regularization blocks. The static shifts were taken as model parameters, similar to the approach of deGroot-Hedlin (1991). Accordingly, the model parameters $m$ are written as follows.

$$m = \left[ \begin{array}{c} m_p, \text{ block} \\ g_{\text{site}} \end{array} \right],$$  

where $m_p$ denotes the $\log_{10}$ (resistivity) of the regularization blocks. The static shift at each site, $g_{\text{site}}$, is defined using observed (distorted) apparent resistivity $\rho_a^{\text{obs}}$ and undistorted apparent resistivity $\rho_a^{\text{undist}}$ (free from static shift) as.

$$g_{\text{site}} = \log_{10} \rho_a^{\text{obs}} - \log_{10} \rho_a^{\text{undist}}. \quad (2)$$

The model misfit is defined as

$$S(m) = \| Wd - WF(m) \|^2 \quad (3)$$

where, $d$, $W$, and $F$ denotes the data, reciprocal of the standard error of the data, and theoretical response for that site, as a function of $m$. $S$ can be approximated by $S_0$ using the model parameters of the previous iteration $m_{\text{old}}$ and Jacobian matrix $A$.

$$S(m) \approx S_0(m) = \| W\tilde{d} - WAm \|^2 \quad (4)$$
Fig. 1. Regularization blocks for the model. On the surface the dipole locations are shown by ticks. The dipoles are represented by point dipoles in this study.

Fig. 2. (a) rms, (b) hyper parameters $\alpha$ and $\beta$, (c) static shift norm as functions of iterations.
where,

\[ \hat{d} = d - F(m_{old}) + Am_{old}. \]  

So instead of \( S \) was minimized with constraints on the following two types of norms.

The first type is model roughness, comprised of two parts: vertical roughness \( R_v \) and horizontal roughness \( R_h \). Definitions for these roughnesses are:

\[ R_v = |C_v m_p|^2 \]  

and

\[ R_h = |C_h m_p|^2. \]

Matrix \( C_v \) is composed of coefficients so that the \( i \)-th row of \( C_v m_p \) represents the difference between the \( \log_{10} \) (resistivity) of \( i \)-th regularization block from the average of the \( \log_{10} \) (resistivity) of the surrounding vertically adjacent blocks. Likewise, the matrix \( C_h \) is composed of coefficients so that the \( i \)-th row of \( C_h m_p \) represents the difference between the \( \log_{10} \) (resistivity) of the \( i \)-th regularization block from the average of the \( \log_{10} \) (resistivity) of the surrounding horizontally adjacent blocks.

The second type is the static shift \( L^2 \) norm, \( G \), defined as

\[ G = \sum |g_{site}|^2. \]

Fig. 3. Histograms of the static shifts for the first(a) and 20th(b) iterations.
Here the data misfit $S_0(m)$ was minimized with the constraints that the three norms, (1) vertical model roughness $R_v$, (2) horizontal model roughness $R_h$, and (3) the static shift norm $G$ be simultaneously minimized. Thus the following $U$ was minimized by using the three hyper parameters: $\alpha_v$, $\alpha_h$, and $\beta$.

$$U = S_0 + \alpha_v^2 R_v + \alpha_h^2 R_h + \beta^2 G. \tag{9}$$

Because of the linearization in Eq. (4), $U$ is quadratic with respect to the model parameter $m$. Given proper $\alpha_h$, $\alpha_v$, and $\beta$, the model parameter $m$ can be sought from the Eq. (9). In order to determine the best combination of hyper parameters, Bayesian likelihood was maximized by maximizing the Akaike’s Bayesian Information Criterion (ABIC) (Akaike, 1980; Uchida, 1993a, b; Ogawa and Uchida, 1996; Ogawa, 1997). To simplify the procedure, the ratio of $\alpha_h$ to $\alpha_v$ was fixed as 3. Due to the non-linearity of the response function, the whole process was solved iteratively.

3. Application to Okemap Dataset

Since this is a large data set, only eight frequencies were used for inversion: $0.879 \cdot 10^{-2}$ Hz, $0.352 \cdot 10^{-1}$ Hz, $0.141$ Hz, $0.562$ Hz, $2.25$ Hz, $9.00$ Hz, and $36.0$ Hz. The error floor for the apparent resistivity was set at 10% and an equivalent value was also set for the phase. The initial model was a half space uniform earth of 10 $\Omega\cdot$m, with static shifts assumed to be absent. The half space was subdivided into 37 vertical and 80 horizontal finite elements and grouped into 373 regularization blocks. The divisions of the regularization blocks are shown as black lines in Fig. 1.
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Fig. 4. The final model. The upper panel shows the static shift distribution, and the lower panel shows the resistivity model.
Fig. 5. Examples of observed and modeled responses between sites 56 and 62. Observed apparent resistivity and phase responses are shown by plus symbols with error bars. Modeled responses from the 20th iteration are shown by lines. Solid and broken lines in the apparent resistivity plots denote static shift included and static shift removed responses, respectively.
It should be noted that almost all surface regularization blocks have four observation sites inside them. In the TM mode, surface electric current flows horizontally across the vertical resistivity boundary and builds up electric charges at the boundary. Thus, one way for modeling static shifts is to introduce as many horizontal regularization blocks as the number of sites (see, e.g., Uchida, 1997). However, such fine regularization requires a large amount of memory for forward and inverse calculations. To alleviate the memory demand, coarse horizontal regularization division was used, and static shifts introduced.

The RMS was measured by \( \sqrt{S/N} \), where \( N \) is the number of data. At the 20th iteration, RMS reached a stable value of 1.14 (Fig. 2(a)), and the hyper parameters also reached stable values of \( \alpha_v = 2.58, \alpha_h = 7.74 \), and \( \beta = 5.25 \) (Fig. 2(b)). It should be noted once more that the ratio of \( \alpha_v \) to \( \alpha_h \) was held constant (at 3). Figure 2(c) shows how the average static shift \( \bar{g} \) and square root of average \( L^2 \) norm behave with respect to iterations. The static shift \( L^2 \) norm increases and converges to a value 0.08, while the average of static shift converges to 0.01.

Histograms of the static shifts at the first and 20th (final) iteration are plotted in Figs. 3(a) and (b) respectively. The histograms show a broader distribution of static shifts in the final model, corresponding to the increase in the \( L^2 \) norm. Figure 4 shows the final model (20th iteration) obtained. There is an anticline structure in the center of the model. Figure 5 demonstrates typical fittings at sites 55 to 62, where static shift is relatively large and the data quality is fair. Site 60 has a positive static shift whereas site 62 has a negative one.

4. Conclusion

In this study, a two-dimensional inversion was conducted with two types of constraints similar to Ogawa and Uchida (1996). One type is model roughness norm, and the other is static shift \( L^2 \) norm. Tradeoff parameters between misfit and constraints were chosen to maximize the Bayesian likelihood, i.e., to minimize the Akaike's Bayesian Information Criterion (ABIC). The introduction of static shift alleviated memory demand to express surface inhomogeneity. This algorithm worked well to find reasonable misfit, as well as proper model roughness and static shifts.
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