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Abstract

In this paper, a new efficient method to solve the structural optimization problems with the static and dynamic constraints using Genetic Algorithms (GAs) was proposed. With this method, the static equilibrium equation and dynamic equation have no need to be solved by conventional methods resulting in saving the huge computing time which accounts for the most part of the computation in structural optimization. In order to achieve this goal, the concept of generalized design variables was introduced. The number of the variables becomes larger when the new method is applied to real-world engineering problems. To save the computing storage, in this paper, the floating point representation to the string of solution was used. Since many problems reach their optimal point on or near the boundary of constraints, the boundary mutation was introduced to speed up the convergence of the method. To improve the fine local tuning capabilities of this method, the non-uniform mutation was also used. The effect of the boundary mutation and non-uniform mutation on the performance of the GA was examined. A simple numerical example was given to illustrate applicability of this method.

1. Introduction

The calculus-based optimization techniques proceed the search from one point to a better one. For the structural optimization problems, most of the algorithms requires a large number of structural re-analyses. This repeated analyses tend to be too expensive for practical problems. It consumes the most part of computing time even though they always operate on one point every step.

GAs are fundamentally different from the traditional optimization techniques. It appears that they have some advantages in some aspects. For example, they do not require any calculations of the gradient or Hessian matrix of the objective function and constraints; they converge to the global optimal point more easily; they can handle the discrete problems; etc. In the last few years, there has been a growing effort to apply GAs to the structural optimizations. However in the application to structural optimization, traditionally the structural analyses have to be done in order to introduce the static and dynamic constraints. As pointed out in Reference [10], the iteration number of structural re-analyses in GA method is much larger than that in the multiplier method and consequently takes more computing time. The reason for this is that GAs manipulate a population of points in search space every generation. It is quite difficult to apply the GAs to large-scale structures because of this weakness of time-consuming. It seems that GAs are inefficient compared to the calculus-based optimization techniques.

Up to the present, it is short of efficient methods to reduce the copious amount of computation time spent on the structural re-analyses. In this paper, the attempt was made to eliminate the need to solve the static and dynamic equations by the conventional methods. First, the concept of generalized design variables was created. Then, the penalty method was introduced into the GA. Based on these, the static and dynamic equations can be included in the new objective as penalty functions. These equations have no need to be solved by the conventional methods. GAs will push the equations to be satisfied with generations. This is one of the most significant features of GA methods. Therefore in the optimization process, only the structural stiffness and mass matrices are necessary to be formed. They should satisfy some conditions—the static and dynamic equations which govern the behavior of structure. If they don't satisfy the conditions, they will receive penalties according to their degrees of violations. As the results, with the generations, the optimal point can be found at which the governing equation of structures must be satisfied. This new method is quite simple and efficient for calculation.
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2. Illustration of Problem

The design variables $X$ describes the structure such as the sizes of members of structure. Suppose the displacements of nodes and the eigenvalues of the structure are $Y$ and $\xi$ respectively. The objective is to find the design variables $X$ to minimize the cost function of structure under the static and dynamic constraints as the following:

$$\min f(X)$$

subject to constraints as below:

1. Static bending and shear stress constraints
$$\sigma_{i,\text{max}}(Y) \leq \sigma_{i,\theta} \quad i=1,2,\ldots,n$$

2. Dynamic constraints
$$\xi_i(X) \geq a_i^1 \quad \text{for all } i$$
$$\xi_i(X) \leq a_i^2 \quad \text{for the first } I \text{ eigenvalues}$$
$$\xi_i(X) \geq a_i^2 \quad \text{for all } i>I$$

3. Design variable constraints
$$x_{i,\text{min}} \leq x_i \leq x_{i,\text{max}} \quad i=1,2,\ldots,q$$

In general, the maximum bending and shear stresses in each element can be calculated by solving the static equilibrium equation as below:

$$K(X) Y = P$$

$$\xi_i(X)$$ in formulae (3) to (5) can be calculated by solving the eigenvalue problem as below:

$$K(X) U = \xi M(X) U$$

Admissible eigenvalue bands

3. GA Method with Conventional Re-analyses of Structure

Genetic Algorithms (GAs) are powerful and broadly applicable stochastic search and optimization techniques based on principles from evolution theory. Recently, Genetic Algorithms have received considerable attention regarding their potential as a novel optimization technique. The problem of this method is time-consuming caused by the structural re-analyses. To overcome this shortcoming, a new method is proposed as below.

Displacement of nodes $Y$, eigenvector $U$ and eigenvalue $\xi$ above describe the behavior of the structure under certain conditions. They cannot be chosen by the designer. Therefore they are not be selected as design variables generally. In fact, they are the function of the design variables $X$. They can be calculated from Eq. 7 and Eq. 8. Since it is much time-consuming to solve these equations, especially Eq. 8, we left these equations unsolved, instead include them into the penalty function. This makes us extend the concept of “design variables”. Here the dependent variables $Y$, $U$, $\xi$ can be considered independent first, the dependent relationship can be carried out by the penalty functions of Eq. 7 and Eq. 8. In this study, the generalized design variable vector $Z$ is defined as below:

$$Z = \begin{pmatrix} X \\ Y \\ \xi \end{pmatrix}$$

The structural optimization problem can be rewritten as the following:
min \( f(Z) \) \hspace{1cm} (13)

subject to constraints:

1. Static constraints

   a) bending and shear stress constraints
   \[ \sigma_{i,\text{max}}(Z) \leq \sigma_{i,\text{d}} \hspace{0.5cm} i=1, \ldots, n \] \hspace{1cm} (14)

   b) equality constraints
   \[ K(Z)Y - P = 0 \] \hspace{1cm} (15)

2. Dynamic constraints

   \[ (K(Z) - \xi_i M(Z)) = 0 \] \hspace{1cm} (16)

3. Design variable constraints

   \[ z_{i,\text{min}} \leq z_i \leq z_{i,\text{max}} \hspace{0.5cm} i=1, \ldots, q \] \hspace{1cm} (17)

Because \( Z \) includes the state variables \( Y \) and \( \xi \), their bound constraints should be determined according to some experience. For the displacements of nodes, the design regulation has such requirement. For the natural frequency constraints, we know the forbidden band of frequency before designing. According to this, a boundary value of the constraints above can be determined.

Traditionally, Eq. 7 and Eq. 8 are not considered as constraints. Every time, when the objective with penalty terms is calculated, the equations have to be solved. Since GAs operate on a population of candidate designs for a certain number of generations, the static and dynamic analyses will be done for \( \text{pop-size} \times \text{generation} \) times. This leads to the GA much time-consuming compared to calculus-based optimization techniques. To overcome this drawback, in this study, we use the generalized design variables as the design variables. Here Eq. 7 and Eq. 8 for structural analyses are rewritten as Eq. 15 and Eq. 16 which are considered as constraints. They are included in the penalty function directly as below:

For convenience, assume
\[ \{p_1, p_2, \ldots, p_{\text{doa}}\}^T = K(Z)Y - P \]
then the penalty term of the static equilibrium equation can be formed as
\[ \Phi_{\text{static}} = \sum_{i=1}^{n} |p_i|^m \] \hspace{1cm} (18)

The penalty term for dynamic eigenvalue equation is
\[ \Phi_{\text{dynamic}} = (K(Z) - \xi_i M(Z))^n \] \hspace{1cm} (19)

As a result, the equations have no need to be solved directly by the conventional methods. When the equality constraints are not satisfied in an approximate way, the chromosome will be penalized. Obviously when the penalties approach zero, the GA has the chance to find the global lowest point within the design variables field. With the generations, the GA can find the set of design variables which make the objective reach the lowest point and, at the same time, the constraints Eq. 15 and Eq. 16 are satisfied. At the final, the optimal point of \( Z \) can be found. The iteration process is self-correcting to the equality constraints.

5. Penalty Method for Structural Optimization

The optimization problem described above can be generalized as follows:

\[ \min f(Z) \]

subject to constraints:

\[ g_i(Z) \leq 0 \hspace{0.5cm} i=1, \ldots, m \]

\[ h_j(Z) = 0 \hspace{0.5cm} j=1, \ldots, p \]

The inequality constraints include Eq. 14 and Eq. 17. The equality constraints include Eq. 15 and Eq. 16. When penalty method is used to handle these constraints, the objective function with penalty terms is the same as Eq. 9. For the constraints above, the penalizing function can be written as the following form:

\[ \Phi_i(Z) = \begin{cases} 0 & g_i(Z) \leq 0 \\ |g_i(Z)|^m & g_i(Z) > 0 \end{cases} \] \hspace{1cm} (20)

\[ \Phi_j(Z) = \begin{cases} 0 & |h_j(Z)| \leq \epsilon \\ |h_j(Z)|^n & |h_j(Z)| > \epsilon \end{cases} \] \hspace{1cm} (21)

where \( m \) can be 1 or 2, \( \epsilon \) is the criteria used to avoid oscillation in constraint violations from one iteration to the next. \( Z \) include the design variables \( X \), the displacements of nodes \( Y \) and the eigenvalue \( \xi \).

6. Boundary Mutation and Non-uniform Mutation

In addition to the elitism, simple crossover and uniform mutation, which are commonly included in practical applications, the operators of boundary mutation and non-uniform mutation are introduced in this calculation.

Since the optimal solution in structural optimizations lies often on or near the boundary of the constraints, it is essential to introduce the operator of boundary mutation to hasten the rate of convergence. With this mutation, the mutated \( x_k \) is changed to be either right bound value or left bound value with equal probability.

The non-uniform mutation is incorporated in this study to improve the fine local tuning capabilities of this GA. It works as follows. Suppose variable \( x_k \) is selected for this mutation, the result of this mutation is:

\[ x_k' = \begin{cases} x_k + \Delta(t, \text{right}(k) - x_k) & \text{if } \gamma = 0 \\ x_k + \Delta(t, x_k - \text{left}(k)) & \text{if } \gamma = 1 \end{cases} \] \hspace{1cm} (22)

where \( \gamma \) is a random binary digit. \( t \) denotes the number of generation. \( \text{right}(k) \) and \( \text{left}(k) \) are the right bound and left bound of \( x_k \). Function \( \Delta(t, y) \) is taken as the following form:

\[ \Delta(t, y) = y \cdot r \cdot \left(1 - \frac{t}{T}\right)^b \] \hspace{1cm} (23)

where \( r \) is a random number between 0 and 1, \( T \) is the maximal generation number, and \( b \) is the coefficient for this mutation determining the degree of non-uniformity. In this study, \( b=2 \).

7. Numerical Example

Structural model in Fig. 2 is taken as the example to test the method.

7.1 Optimization under Dynamic Frequency Constraints

The cross-sectional areas of the members determine the volume as well as the stiffness and mass of the structure when the material and geometry are fixed. In this study, \( b_1, b_2, b_3 \) are fixed as \( 0.1m, 0.1m, 0.18m \).
respectively. \( x_1, x_2, x_3 \) are selected as the design variables shown in Fig. 2. The domain constraints of \( x_1, x_2, x_3 \) are from 0.1 to 0.7. The forbidden eigenvalue band for this example is \([2000, 4000]\). The goal here is to find out the 'best' chromosome—the set of generalized design variables, namely \( x_1, x_2, x_3 \), and the corresponding eigenvalue \( \xi \), under the dynamic frequency constraints to minimize the volume of the structural members by using the proposed GA directly.

Four approaches shown in Table 1 were calculated and were run on HP715/100. All runs were performed with the following GA parameters: \( \text{pop-size}=50 \), the probability of crossover \( p_c=0.8 \), the probability of uniform mutation \( p_m=0.08 \), the probability of boundary mutation \( p_{b_m}=0.06 \), the probability of non-uniform mutation \( p_{b_u}=0.05 \) and the coefficient for non-uniform mutation \( b=2 \). The results of the four approaches are summarized in Table 2 and Table 3. The "generation number" in Table 3 is the final generation number at which the optimization process is stopped according to the termination condition.

From Table 3 and Table 2, it can be observed that the computing time with the proposed method is reduced considerably. Approach B uses only 396 sec to reach the optimal point, by contrast, 1852 sec is spent by Approach A even though 867, the required generations to converge to the optimum by Approach B, is much larger than 212 by Approach A. From this, it should be known that the structural re-analyses take up the most part of computing time in structural optimization using classical GAs.

The results of Approach B and Approach C indicate that the boundary mutation makes a great contribution to convergence for this problem. Approach C with boundary mutation converges at generation 233. However Approach B finds the optimal point at generation 867. From Table 3, it is also observed that the introduction of the operator of boundary mutation for this problem also improves the accuracy of the GA. The objective differences to the exact solution for Approach B and Approach C are 1.9743% and 1.0706% respectively. The non-uniform mutation is responsible for the precision. Obviously from the Table 3, the GA using the non-uniform mutation clearly outperforms the other one with respect to the accuracy of the found optimal solution. The objective difference to the exact solution is only 0.297% at iteration 153 for Approach D.

Floating point representation to solution saves the computing storage greatly. For this numerical example, in Approach A, there are three variables \( x_1, x_2, x_3 \). If the precision of five digits after the decimal point is required, the length of the binary solution vector is 57. However for the floating point representation used in the proposed method, although the number of the extended design variables \( x_1, x_2, x_3, \xi \), is larger, the length of the string to a chromosome is only 4.

All the methods converge to the optimal solution with a certain precision. In the proposed method, all the chromosomes are in the infeasible field. However the GA pushes them to the point which almost satisfies the constraints at the final generation. At final, the error is small enough and the more feasible point can be achieved when the number of generations increases.

Table 1. Four GA Approaches

<table>
<thead>
<tr>
<th>method</th>
<th>representation</th>
<th>structural re-analyses</th>
<th>boundary mutation</th>
<th>non-uniform mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>binary</td>
<td>○</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>B</td>
<td>float</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>C</td>
<td>float</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>D</td>
<td>float</td>
<td>×</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

Table 2. Results of the four Approaches

<table>
<thead>
<tr>
<th>method</th>
<th>CPU time (s)</th>
<th>string length</th>
<th>generation number</th>
<th>% obj difference</th>
<th>penalty (10^{-3})</th>
<th>% feasible</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1852</td>
<td>57</td>
<td>212</td>
<td>1.0828</td>
<td>0.000</td>
<td>60</td>
</tr>
<tr>
<td>B</td>
<td>396</td>
<td>4</td>
<td>867</td>
<td>1.9743</td>
<td>1.221</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>108</td>
<td>4</td>
<td>233</td>
<td>1.0706</td>
<td>0.013</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>78</td>
<td>4</td>
<td>153</td>
<td>0.2970</td>
<td>5.121</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the four Approaches
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Method is very small when the GA approaches the optimal point. Table 4 represents the eigenvalue error caused by the equality constraints. $\xi_0$ is obtained by the proposed methods directly. $\xi_1$ is calculated from $x_1, x_2, x_3$ obtained by the GA methods, which are shown in Table 2. It is clear that the new method indeed forces the equality constraints to be satisfied with an accepted accuracy.

7.2 Optimization under Static Constraints

The same structure under the static constraints was investigated. The load is shown in Fig. 2. All $b_1, b_2, b_3$ are taken as 0.02m. The allowable bending stress is 18kgf/mm². $x_1, x_2, x_3, \theta_1, \theta_2$ are selected as the generalized design variables. The domain constraints of $x_1, x_2, x_3$ are the same as above. Both the domain constraints of $\theta_1, \theta_2$ are from 0 to $0.3 \times 10^{-3}$. Through the proposed method, the optimal point, a set of $x_1, x_2, x_3, \theta_1, \theta_2$, can be found automatically.

The same four approaches were carried out with the same GA parameters as before. The results are shown in Table 5, Table 6 and Table 7.

The computing time is also reduced greatly. However it is not difficult to understand that the efficiency of reduction of computing time to the static constraint problems is less than to the dynamic constraint problems when the system becomes complex. The reason behind this is that the dynamic analysis is more time-consuming than the static analysis. For the dynamic constraint problems, several eigenvalues must be calculated when the methods with structural re-analyses are used in order to make sure that no natural frequencies fall in the forbidden band. This needs to solve the eigenvalue problem, which results in a tremendous amount of computation to a large-scale system. However for the proposed method, just the calculation of the determinant of a matrix is needed. The eigenvalue is one of the generalized design variables. Only one variable is enough for any complex system. For the static constraint problems, there is no need to solve a system of linear equations. However the computation effort to do this is not as time-consuming as to solve a large-scale eigenvalue problem. Moreover the number of the generalized design variables in the static constraint problems becomes much larger than that in the traditional method because all the displacements of nodes are taken as the independent design variables.

The boundary mutation in this numerical example produces little effect. This operator is designed for the problems in which the optimal point is reached on or near the boundary of the constraints. In the dynamic constraint problem described above, three of four generalized design variables meet or approach their edges of domain constraints. For the static constraint problems, since the displacements are introduced into the generalized design variables, generally the optimal point has little possibility to be on or near their edges of domain constraints. It seems that the more the number of variables which approach the edges of their domain constraints at optimal point, the more useful this operator is. The operator of non-uniform mutation also enhances the accuracy of the proposed method from 0.5113% for Approach C to 0.3863% for Approach D shown in Table 6.

Table 4. Error of the eigenvalue

<table>
<thead>
<tr>
<th>method</th>
<th>$\xi_0$</th>
<th>$\xi_1$</th>
<th>difference (%)</th>
<th>penalty ($10^{-8}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4023.40</td>
<td>4023.40</td>
<td>0.000000</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>4017.61</td>
<td>4016.43</td>
<td>0.029379</td>
<td>1.221</td>
</tr>
<tr>
<td>C</td>
<td>4051.90</td>
<td>4051.90</td>
<td>0.000000</td>
<td>0.013</td>
</tr>
<tr>
<td>D</td>
<td>4053.37</td>
<td>4052.40</td>
<td>0.023936</td>
<td>5.121</td>
</tr>
</tbody>
</table>

Table 5. Results of the four Approaches

<table>
<thead>
<tr>
<th>method</th>
<th>$x_1$ (m)</th>
<th>$x_2$ (m)</th>
<th>$x_3$ (m)</th>
<th>$\sigma_{max}$ (kgf/mm²)</th>
<th>obj (m)</th>
<th>error obj (%)</th>
<th>error σ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>exact</td>
<td>0.1000</td>
<td>0.1366</td>
<td>0.1366</td>
<td>17.990</td>
<td>.00810</td>
<td>1.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>A</td>
<td>0.1000</td>
<td>0.1368</td>
<td>0.1363</td>
<td>17.977</td>
<td>.00799</td>
<td>0.227%</td>
<td>0.072%</td>
</tr>
<tr>
<td>B</td>
<td>0.1012</td>
<td>0.1380</td>
<td>0.1372</td>
<td>17.829</td>
<td>.00833</td>
<td>3.636%</td>
<td>0.085%</td>
</tr>
<tr>
<td>C</td>
<td>0.1000</td>
<td>0.1364</td>
<td>0.1368</td>
<td>18.163</td>
<td>.08756</td>
<td>5.113%</td>
<td>0.962%</td>
</tr>
<tr>
<td>D</td>
<td>0.1000</td>
<td>0.1370</td>
<td>0.1366</td>
<td>18.061</td>
<td>.08767</td>
<td>3.963%</td>
<td>0.395%</td>
</tr>
</tbody>
</table>

Table 6. Comparison of the four Approaches

<table>
<thead>
<tr>
<th>method</th>
<th>CPU time (s)</th>
<th>string length</th>
<th>generation number</th>
<th>% obj difference</th>
<th>penalty ($10^{-8}$)</th>
<th>% feasible</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>85</td>
<td>57</td>
<td>179</td>
<td>0.0227</td>
<td>0.000</td>
<td>80</td>
</tr>
<tr>
<td>B</td>
<td>24</td>
<td>5</td>
<td>2772</td>
<td>0.0363</td>
<td>9.702</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>24</td>
<td>5</td>
<td>2675</td>
<td>0.5113</td>
<td>9.822</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>19</td>
<td>5</td>
<td>1912</td>
<td>0.3863</td>
<td>9.877</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7. Error of displacements

<table>
<thead>
<tr>
<th>method</th>
<th>$\theta_1^G$ ($10^5$)</th>
<th>$\theta_2^G$ ($10^5$)</th>
<th>$\theta_1^X$ ($10^5$)</th>
<th>$\theta_2^X$ ($10^5$)</th>
<th>% difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.513</td>
<td>-1.724</td>
<td>4.513</td>
<td>-1.724</td>
<td>0.00%</td>
</tr>
<tr>
<td>B</td>
<td>4.776</td>
<td>-1.725</td>
<td>4.694</td>
<td>-1.703</td>
<td>1.75%</td>
</tr>
<tr>
<td>C</td>
<td>5.000</td>
<td>-1.776</td>
<td>4.600</td>
<td>-1.751</td>
<td>8.70%</td>
</tr>
<tr>
<td>D</td>
<td>5.000</td>
<td>-1.773</td>
<td>4.585</td>
<td>-1.737</td>
<td>9.05%</td>
</tr>
</tbody>
</table>
through structural analysis. It is observed that the
differences between them are large, especially for \( \theta_i \).
However the stresses and the optimal point are not
sensitive to them for this example. The errors of the
objective and stresses are all below 1% shown in Table
5.

8. Conclusions

1) The proposed method was successfully applied to
structural optimization problems without the need to
solve the structural equations by conventional methods.
It seems that the GA provided in this paper has a huge
potential to solve structural optimization problems in
an efficient way. The calculation is simple and the
search can reach the global optimum. All the work
needed is to form the stiffness and mass matrices. After
that, the new method can find the global optimal point
automatically.

2) The proposed method save computing time
significantly. This method overcomes the drawback of
the traditional GA method in the applications to struc-
tural optimization. The floating point representation is
suitable for real-world engineering problems.

3) The boundary mutation and non-uniform muta-
tion improve the GA significantly for some of structural
optimization problems. The boundary mutation speeds
up the convergence of GAs considerably for the real-
world engineering problems whose constraints are
active at the target global optimum. From this study,
we know that the GA with non-uniform mutation
outperforms the ones without it.

4) The proposed method is more efficient to
dynamic constraint problems than to the static con-
straint problems.
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