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Abstract

An algorithm is developed to retrieve the effective particle radius, cloud optical thickness, and cloud top temperature of cirrus clouds on a global scale using two infrared window channels and a near-infrared channel of the National Oceanic and Atmospheric Administration (NOAA) Advanced Very High Resolution Radiometer (AVHRR) on board NOAA-9 and NOAA-11. In the algorithm, overlapped cloud cases are taken into account. Data from the satellites are reconstructed to segmented data that contain a hundred satellite pixels in each 0.5° × 0.5° latitude and longitude grid. The algorithm is applied to four-month segmented AVHRR Global Area Coverage data from 1986 through 1994. The resulted cloud parameters are compared with airborne measurements and the products of International Satellite Cloud Climatology Project (ISCCP). These comparisons show that the effective radius obtained by this algorithm is smaller than that by airborne measurements, and that the cirrus cloud top temperature is about 5–20 K lower than that of ISCCP. The global distribution, and the time series of these parameters, are shown and discussed.

1. Introduction

Cirrus clouds are recognized to cover permanently more than 20% of the earth (Liou 1986; Hartmann et al. 1992; Liao et al. 1995a; 1995b), and to play an important role in the earth’s radiative budget (Charlock and Ramanathan 1985; Baker 1997; Ramanathan 1987; Hansen et al. 1998; Ramanathan et al. 1989). The radiative forcing of cirrus clouds at the top of the atmosphere (TOA) can be either positive or negative through two opposite effects: they partly reflect the solar radiation and therefore cool the atmosphere, while they partly interrupt the infrared radiation from the earth and thereby warm the atmosphere. These competing effects depend complicatively on their abilities of absorption, scattering and emission, which are determined by their microphysical properties (i.e., cloud optical thickness, ice particle size, shape, etc.) and physical conditions (i.e., cloud temperature, geometrical structure, etc.) (Wielicki et al. 1995). Although General Circulation Models (GCMs) are used to study the role of clouds, the modeled cloud processes are insufficient yet in treating the radiative properties and their feedback processes (Randall et al. 1989). Different parameterizations of the cloud processes produce large differences among the climate sensitivity values of clouds calculated by various GCMs (Cess et al. 1990; IPCC 1996; 2001).

In recent years, global satellite data of the microphysical properties become available, especially for low clouds (Han et al. 1994; Han et al. 2002; Kawamoto et al. 2001). But there is still scarce information about the cirrus clouds distribution and their properties to evaluate their impact on the global radiative budget (Liou 1986; Stephens et al. 1990). Recent observations have been carried out by several
techniques, such as lidar and high frequency radar observation from ground, ship and aircraft (e.g., Spinhirne et al. 1996; Mace et al. 2001; Okamoto et al. 2003). But their coverage and frequency are not enough to satisfy the requirement for the global scale study. Remote sensing from space is, on the other hand, capable of giving us ample information over the globe and nearly daily observation, so that an improvement of satellite remote sensing techniques is expected to make a large impact on the cirrus studies.

To detect cirrus clouds from space is very difficult owing to their semi-transparency. Cirrus clouds are often difficult to be recognized at visible wavelengths, and to be separated from the ground or sea surface or low level clouds at infrared wavelengths. Inoue (1985; 1987; 1989) studied the effective emissivity of cirrus clouds, and proposed a cloud type classification by using two wavelengths, 11 and 12 μm. Ou et al. (1993; 1995) developed a retrieval scheme using 3.7 and 10.9 μm wavelengths, and they have calculated cirrus cloud optical thickness and mean effective crystal size simultaneously from the two wavelength radiances. Ou et al. (1996) developed a technique of cloud classification to identify cirrus, cirrus with low clouds, and low clouds. A three-channel technique with 3.7, 11 and 12 μm radiances was proposed by Lin and Coakley (1993) in order to take account of ambiguous cloud coverage within mesoscale regions.

These algorithms have been applied mostly to local area data. Giraud et al. (1997) analyzed the cirrus cloud distribution over Europe, and the North Atlantic Ocean, with the collective analysis method using two wavelengths diagram. But the analysis area was still not large enough for global scale discussion. The only product of global distribution of cirrus cloud parameters is the result from the International Satellite Cloud Climatology Project (ISCCP) (Schiffer and Rossow 1985; Rossow and Schiffer 1991; Rossow et al. 1996). This product covers a long period and contains the parameters of various cloud types including those of cirrus (Stowe et al. 1989; Wylie et al. 1994; Wylie and Menzel 1999). However, this product was retrieved with a simple one channel threshold method and does not include the effective radius of cirrus clouds.

Under the circumstance mentioned above, more global scale studies are needed for retrieving the cirrus cloud parameters from satellite observations. Accordingly, we propose in this paper a simultaneous analysis of the optical thickness, effective radius, and cloud top temperature of cirrus clouds over a global scale. In our three-channel infrared method, three wavelengths, channel 3 (3.7 μm), channel 4 (10.8 μm), and channel 5 (12.0 μm) of Advanced High Resolution Radiometer (AVHRR) on board NOAA-9 and NOAA-11 are used, and the scheme is applied to four months data acquired from 1986 through 1994 over the latitudinal region between 60° north and 60° south.

2. Retrieval method of cloud properties

2.1 Split window method

It is known that the split window method, proposed by Inoue (1987), is useful for detection of cirrus clouds, which uses two infrared window wavelengths, such as 10.8 and 12.0 μm. Figure 1 illustrates an example of the signals from a satellite used in the split window method, which is calculated with the radiative transfer model (Nakajima and Tanaka 1986; Schiffer and Rossow 1985; Rossow and Schiffer 1991; Rossow et al. 1996). This product covers a long period and contains the parameters of various cloud types including those of cirrus (Stowe et al. 1989; Wylie et al. 1994; Wylie and Menzel 1999). However, this product was retrieved with a simple one channel threshold method and does not include the effective radius of cirrus clouds.

Under the circumstance mentioned above, more global scale studies are needed for retrieving the cirrus cloud parameters from satellite observations. Accordingly, we propose in this paper a simultaneous analysis of the optical thickness, effective radius, and cloud top temperature of cirrus clouds over a global scale. In our three-channel infrared method, three wavelengths, channel 3 (3.7 μm), channel 4 (10.8 μm), and channel 5 (12.0 μm) of Advanced High Resolution Radiometer (AVHRR) on board NOAA-9 and NOAA-11 are used, and the scheme is applied to four months data acquired from 1986 through 1994 over the latitudinal region between 60° north and 60° south.

2. Retrieval method of cloud properties

2.1 Split window method

It is known that the split window method, proposed by Inoue (1987), is useful for detection of cirrus clouds, which uses two infrared window wavelengths, such as 10.8 and 12.0 μm. Figure 1 illustrates an example of the signals from a satellite used in the split window method, which is calculated with the radiative transfer model (Nakajima and Tanaka 1986; Schiffer and Rossow 1985; Rossow and Schiffer 1991; Rossow et al. 1996). This product covers a long period and contains the parameters of various cloud types including those of cirrus (Stowe et al. 1989; Wylie et al. 1994; Wylie and Menzel 1999). However, this product was retrieved with a simple one channel threshold method and does not include the effective radius of cirrus clouds.

Under the circumstance mentioned above, more global scale studies are needed for retrieving the cirrus cloud parameters from satellite observations. Accordingly, we propose in this paper a simultaneous analysis of the optical thickness, effective radius, and cloud top temperature of cirrus clouds over a global scale. In our three-channel infrared method, three wavelengths, channel 3 (3.7 μm), channel 4 (10.8 μm), and channel 5 (12.0 μm) of Advanced High Resolution Radiometer (AVHRR) on board NOAA-9 and NOAA-11 are used, and the scheme is applied to four months data acquired from 1986 through 1994 over the latitudinal region between 60° north and 60° south.

2. Retrieval method of cloud properties

2.1 Split window method

It is known that the split window method, proposed by Inoue (1987), is useful for detection of cirrus clouds, which uses two infrared window wavelengths, such as 10.8 and 12.0 μm. Figure 1 illustrates an example of the signals from a satellite used in the split window method, which is calculated with the radiative transfer model (Nakajima and Tanaka 1986; Schiffer and Rossow 1985; Rossow and Schiffer 1991; Rossow et al. 1996). This product covers a long period and contains the parameters of various cloud types including those of cirrus (Stowe et al. 1989; Wylie et al. 1994; Wylie and Menzel 1999). However, this product was retrieved with a simple one channel threshold method and does not include the effective radius of cirrus clouds.
1988) (see 2.2). Theoretical brightness temperature difference (hereafter referred to as BTD$_{11-12}$) curves between 10.8 and 12.0 μm are plotted as a function of the corresponding brightness temperature (hereafter BT$_{11}$) at 10.8 μm for the cirrus cloud. It is recognized in Fig. 1 that the brightness temperature emitted from the vicinity layer to surface can be retrieved from pixels without clouds or with optically very thin clouds, while the cloud top temperature can be gotten from pixels with optically very thick clouds. The figure also shows that the BTD becomes large for clouds with moderate optical thickness. We plotted a hundred AVHRR pixel data in a 0.5° × 0.5° longitude-latitude segment grid consists of cirrus clouds for 11 January 1990. The brightness temperature of cirrus clouds obtained from space appear to be having the brightness temperature between the cloud top temperature and the ground temperature under the clouds due to their optical semi-transparency, and in the typical cirrus clouds cases, data are distributed like an example of the signals in Fig. 1. Therefore, we can apply this split window method to retrieve the cirrus cloud optical thickness, $t$, and the cirrus cloud effective particle radius, $r_c$. In the case of Fig. 1 the cloud parameters are retrieved in the range of $t_c = 0.98$–3.2 and $r_c = 13.8$–33.2.

To explain the dependence of BTD to the cloud parameters, we consider a simplified cloud-ground model, in which $B_g$ and $B_c$ indicate Planck functions for the ground surface and the cirrus cloud, respectively, $t$ and $\varepsilon$ are the transmissivity and emissivity of the cirrus cloud layer, respectively, and $n$ is the cloud fraction of the field of view. The radiance $L$ received by the satellite can be given as

$$L = n(cB_c + tB_g) + (1 - n)B_g.$$  

The temperature range in most cases is narrow, between about 200 and 300 K, so that the Planck function can be roughly approximated by a linear function as

$$B(T) \approx z(T_g - T) + B_g$$ and

$$L \approx z(T_g - T_B) + B_g,$$

where $z$ is the approximated linear coefficient and $T_B$ is the brightness temperature for the radiance $L$. From Eq. (2) and the relation $t + r + \varepsilon = 1$, Eq. (1) can be rewritten as

$$T_B \approx T_g - n(c(T_g - T_c) - rB_g/\varepsilon),$$

and thus the BTD between two wavelengths is expressed as

$$\Delta T_B \approx n(\Delta c(T_g - T_c) + \Delta rB_g/\varepsilon),$$

where $\Delta T_B$ is the BTD difference, $\Delta c$ and $\Delta r$ are the differences of emissivities and reflectivities at two wavelengths 10.8 and 12.0 μm, defined respectively as

$$\Delta T_B = T_{10.8} - T_{12}, \quad \Delta c = \varepsilon_{12} - \varepsilon_{10.8},$$

and $\Delta r = r_{12} - r_{10.8}$.

Consequently the cause of the brightness temperature differences (BTD) is thought to depend mainly on the difference of emissivities and reflectivities between two wavelengths. The amplitudes of $\Delta c$ and $\Delta r$ are further related to the cloud particle size and cloud optical thickness as illustrated in Fig. 2(a) as a function of cloud optical thickness with a two-stream approximation for two types of cirrus clouds that have effective radii of 10 and 30 μm. The figure shows the dependence of the BTD mainly depends on the emissivity difference $\Delta \varepsilon$. Here we define the effective radius $r_c$ by

$$r_c = \int_{0}^{\infty} r^2 n(r) \, dr,$$

where $n(r)$ is the number size distribution as a function of particle radius $r$. As a conclusion, we can apply this split window method proposed by Inoue (1987) to the retrieval of the effective radius and optical thickness of cirrus clouds. Figure 2(b) also shows the theoretical BTD change as the column water vapor amount changes from a reference value of the tropical atmosphere model. The figure shows the water vapor effect is small for retrieving the cloud parameters as compared to the large effect of cloud parameters to the emissivity and the reflectivity of the cloud layer, although the water vapor effect is getting larger as the cloud optical thickness is getting thinner. Furthermore, we introduce the equivalent water vapor amount $w_e$ defined as

$$w_e = \int w(z) \left( P(z)/P_g \right)^{0.9} (T_g/T(z))^{0.5} \, dz,$$

to reduce the effect of atmospheric vertical propagation.
files (mainly water vapor, pressure, and temperature profiles) at each location on the earth (Kawamoto et al. 2001). In Eq. (7) $P_g$ and $T_g$ are the surface pressure and the surface temperature, respectively; $w(z), P(z)$ and $T(z)$ are the water vapor (g cm$^{-2}$), air pressure, and temperature (K) vertical profiles as a function of altitude $z$, respectively. We also calculated the effects by other gas concentrations, but these are found to be negligible. The effect of satellite zenith angle was found to be insignificant for retrieving the effective particle radius from BTD curves, whereas it is important for the optical thickness retrieval.

2.2 Radiative transfer model

In this study, we first investigate the variation of BTD curves received by the satellite for various parameters of atmospheric models. For calculating BT and BTD observed from the satellite, we use an accurate and efficient radiative transfer scheme with a combined discrete-ordinate-matrix-operator method, RSTAR-5b, one of the packages in the System for Transfer of Atmospheric Radiation (Star) (Nakajima and Tanaka 1986; 1988) extended to include thermal radiative transfer as proposed by Stamnes et al. (1988). In the radiative transfer calculation, we use the gas absorption model of LOWTRAN-7 (McCleachey et al. 1972; Kneizys et al. 1988; 1990), and five Air Force Geophysics Laboratory (AFGL) model atmospheres, tropical, mid-latitude summer, mid-latitude winter, sub-arctic summer, and sub-arctic winter. A cirrus cloud model is adopted with volume equivalent spherical ice particles with the refractive index for ice, and with a volume log-normal size distribution defined by

$$
\frac{dV(r)}{d \ln r} = C \exp \left( -\frac{1}{2} \left( \frac{\ln r - \ln r_m}{\sigma} \right)^2 \right),
$$

where $r_m$ is the mode radius, and $\sigma$ is the log standard deviation of the size distribution. $\sigma = \ln 1.5$ is assumed in our model calculations, because the results are not strongly affected by this assumption for the same effective particle radius $r_e = r_m \exp(0.5\sigma^2)$. We will argue the effect of non-sphericity of cirrus particles in section 5.

2.3 A three-channel retrieval method

In the preceding section we discussed the cloud parameter retrieval assuming a single cloud layer. In the real situation, however, there are other parameters to take into account in the retrieval, such as cloud fraction, cloud top temperature, and cloud altitude. Figure 3 shows BTD curves versus BT at 10.8 μm, BT$_{11}$,
which were calculated for a variety of cloud top heights ($H_c = 14, 12$, and $10$ km), surface temperatures ($T_g = 295, 305$ K), and cloud amounts ($n = 100, 75, 50$, and $25\%$). The right foot of the BTD curves depends almost uniquely on the surface temperature change, whereas the left foot and the amplitude of the BTD curve depend on various parameters. Giraud et al. (1997) showed similar figures, and noted that cirrus clouds have heterogeneity formed by various combinations of the situations as shown in Fig. 3 in the observed scene of satellites. Especially the cloud amount effect is a serious problem in the retrieval of the cloud microphysical properties, i.e., the cloud optical thickness and effective particle radius.

When the cirrus cloud is optically very thick, the BT$_{11}$ may be the cloud top temperature. If the BTD is small enough and BT is low enough, BT will be thought as the cirrus cloud top temperature (see Fig. 1). However, it is difficult to settle a threshold value successfully, because the left feet of the curves are dispersed with their radii, such as BT$_{11}$ of 0.3 K for $r_e = 64$ µm and 2 K for $r_e = 4$ µm. This dispersion is significantly large to induce a large error in the retrieval. For instance, if we chose 2 K as a threshold of the BTD value in Fig. 1, there can be about 10 K error between the effective radius of 64 µm and 4 µm. To acquire the cloud top temperature more accurately, we need another independent constraint. This study uses BTD curves between wavelength 3.7, and 10.8 µm, BTD$_{3.7-11}$. These BTD$_{3.7-11}$ curves are shown in Fig. 4, where the BTD curves are calculated as a function of the corresponding BT$_{11}$ in nighttime, because the radiance at 3.7 µm contains the solar radiation reflected by the ground surface, sea surface, and cloud layer in daytime. The BTD$_{3.7-11}$ curves in Fig. 4 have larger amplitudes than the BTD$_{11-12}$ curves as shown in Fig. 1, and also have the wider BT$_{11}$ range of linear dependence on BTD with a sharp cut near the cloud top temperature. Therefore the cloud top temperature can be determined from the curves with better accuracy than from the BTD$_{11-12}$ curves only.

The effect of the cloud amount in the sub-pixel is troublesome to be accounted in determination of the cloud microphysical properties. An analysis of pixels of the fractional cloud cover will overestimate the particle radius if we do not correct the cloud amount effect. Under
the situation that there is no good method of obtaining the sub-pixel cloud fraction, we avail in this study the envelope of BTD curves formed by pixels in each segmented box, because the pixels aligned on the envelope are considered to have the largest sub-pixel cloud fraction among those of other pixels if the microphysical properties of clouds are the same as understood by curves with different cloud fractions shown in Fig. 3. We assume the 100% sub-pixel cloud fraction for analyzing the pixels on the envelope. Although most of the cirrus cloud pixels are optically thick enough to determine the cloud top temperature, there are occasionally pixels with insufficient optical thickness around the border of cirrus clouds to determine the cloud top temperature. This method of utilizing the envelope of BTD$_{3.7-11}$ curves also enable us to fix the cloud top temperature of the target region by fitting the satellite data around the left foot to the sharp cut region (A) of BTD$_{3.7-11}$.

We have described the single cirrus layer case so far, but in the real situation there are a lot of cases with underlying clouds over high altitude cirrus clouds to be analyzed. Figure 5 shows an example of the BTD$_{11-12}$ curves under the condition of overlapped clouds such that a cirrus cloud layer exists above a low level water cloud layer, with a cloud top temperature of 250 K and various optical thicknesses. We assumed that the lower cloud consists of water droplets with an effective radius of 8 $\mu$m, and the upper cirrus layer consists of ice particles with an effective radius of 10 $\mu$m. The cirrus cloud is placed at an altitude of 12 km. The BTD$_{11-12}$ curves in Fig. 5 depend on the lower cloud condition, such that the right foot of the BTD$_{11-12}$ of the cirrus cloud stand on the BTD$_{11-12}$ value of the overlapped low cloud, which depends on the optical thickness of the layer. The amplitude of the BTD$_{11-12}$ curve of the cirrus cloud also depends on the low cloud condition. If we do not consider this situation, we may overestimate the effective radius and optical thickness of the cirrus cloud. In this analysis, we assumed that the low cloud is optically thick enough to be regarded as an underlying surface similar to the sea surface with a low temperature. It was mentioned above that the BTD$_{3.7-11}$ curves have similar inclinations to each other near the right feet of the curves without a large dependence on the effective radii, so that the cloud top temperature of the low cloud lying below the cirrus clouds is determined by using the inclination near the cloud top temperature, similar to the cirrus cloud top temperature case. These two adjust-

![Fig. 5. (a) BTD$_{11-12}$ versus BT$_{11}$ curves of two layer cloud systems with a cirrus and an underlying low level water cloud. The dotted line represents the BTD curve of the low level water cloud alone without the cirrus cloud. (b) An example of satellite data plot of BTD$_{11-12}$ versus BT$_{11}$ chart. Curves of BTD$_{11-12}$ and BTD$_{3.7-11}$ with $r_e = 16$ $\mu$m are also shown with the data. The surface temperature from NCEP, the retrieved cirrus cloud top temperature, and the retrieved underlying cloud temperature are shown by open triangles at 221 K, 278 K, and 261 K, respectively.](image)
ments for the cirrus top temperature and for the low cloud top temperature are illustrated in Fig. 5. We compare the theoretical radiances constructed from the lookup table with the scatter plot of satellite data iteratively by changing cloud top and surface temperatures from their initial values until the inclination of the BTD curves and the envelope near the feet of the curves agree with each other.

The flow of the present three-channel method is shown in Fig. 6. Pixels of cirrus are first assumed tentatively by a condition that the minimum BT$_{11}$ is lower than 270 K. At this time they are not settled as cirrus pixels. This ambiguous classification is used not to abandon thin cirrus clouds. Secondly we get the corresponding temperature and water vapor profiles from a reference climate data to set the initial surface temperature $T_g$, and column effective water vapor $w_e$, following Kawamoto (2001) for each $0.5^\circ \times 0.5^\circ$ segment area. We also assume an initial cloud top temperature $T_c^*$ which is low enough as compared with the actual cloud top temperature. Thirdly the actual cloud top temperature $T_c$ and surface temperature $T_g$ are retrieved by the iteration process, with the temperature adjustment explained in Fig. 6 using the lookup table-A consists of the calculated data sets of BTD$_{3.7-11}$ versus BT$_{11}$ and Table B consists of values of BTD$_{11-12}$ versus BT$_{11}$. In this process $w_e$ between the cirrus cloud and the low
cloud is recalculated with the updated values of the cloud top temperatures. The retrieval is not attempted in the segment box when this process does not work suitably such that the dispersion of the data in the segment box is insufficient or that the temporal cloud top temperature is not settled in the iteration process. Finally, the data with $T_g, T_c$, and $w_e$ are compared with the lookup table-B, which consists of the data sets of $\text{BTD}_{11-12}$ versus $BT_{11}$, to detect the envelope of the scatter plot. We calculate $r_e$ and $\tau_c$ for all data scattered in the target segment box within the area for retrieval shown in Fig. 1 to ward off error caused by congested look up table data and get the averages of smaller ten effective radii and their optical thickness that correspond to the envelope of the scattered data in the segmented grid to avoid an imperfect cloud coverage as discussed in the first part of this section.

We note here that the relation between $\text{BTD}_{3.7-11}$ and $BT_{11}$ was used to retrieve the radiative parameters of cirrus clouds such as by Ou et al. (1993; 1995), but we adopt the other relation between $\text{BTD}_{11-12}$ and $BT_{11}$ instead to retrieve the parameters, because the first one has dual solution for smaller radii, and it makes the retrieval process more difficult especially for global analysis.

As the result, we can retrieve the effective radius, optical thickness, and cloud top temperature of cirrus clouds, and the low cloud top temperature under the cirrus cloud in two layer cases.

The lookup table-A and -B are constructed with theoretical radiances at gridded values of surface temperature $T_g$, cloud top temperature $T_c$, equivalent water vapor amount $w_e$ above the ground surface or the underlying low level cloud layer, and satellite zenith angle $\theta$, as listed in Table 1. We assume in the lookup tables 100% cloudiness and the geometrical thickness of cirrus cloud as 2 km. The effects of this assumption of the geometrical thickness will be discussed in section 5. National Centers for Environmental Prediction—National Center for Atmospheric Research (NCEP-NCAR) reanalysis data are used for a reference climate data of vertical temperature, pressure, and humidity profiles to calculate $w_e$.

The accuracy of retrievals by this algorithm depends remarkably on the accuracy of the cloud top temperature and low surface temperature, and on the nonlinear dependence of each effective radius on $\text{BTD}_{11-12}$. Although it is difficult to assess the accuracy in each application of the method to real data, there can be about 10% error by the cloud temperature error of 10 K when the effective radius is 16 μm with moderate optical thickness in the tropics.

### 3. Global analyses

We apply the present retrieval method to AVHRR data. Segmented data sets of AVHRR radiances are prepared for an efficient analysis on global scale, segmenting the AVHRR Global Area Coverage (GAC) data into $0.5^\circ \times 0.5^\circ$ boxes in the region of the $-60^\circ$ to $+60^\circ$ latitudinal belt. Each segment box keeps a hundred pixel data for each channel, but discards the information of satellite angles and positions, except those of the center pixel of the grid for saving computer resources of the storage system. Segment data sets are made everyday for four months (i.e., January, April, July, and October) in the analysis period from 1986 through 1994. And, we have performed four-month daily global analysis for every segmented data of those nearly 9 years. Daily results are further averaged to make monthly and spatially $2.5^\circ \times 2.5^\circ$ gridded data sets.

Figures 7(a), (b), and (c) show averaged four-month results of $r_e$, $\tau_c$, and $T_c$, during the nine years, respectively, and panels 1), 2), 3), and 4) correspond to January, April, July, and October, respectively. The black colored grids in these pictures mean this analysis did not rec-

### Table 1. Grid system for Lookup Tables.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective Radius</td>
<td>4, 8, 16, 32, 64 μm</td>
</tr>
<tr>
<td>Optical Thickness</td>
<td>0<del>2 (increase of 0.2); 2</del>5 (0.5); 5~20 (gradually)</td>
</tr>
<tr>
<td>Low Surface Temperature</td>
<td>310~230 K (decrease of 5 K)</td>
</tr>
<tr>
<td>Cloud Top Altitude</td>
<td>4~18 km (increase of 2 km)</td>
</tr>
<tr>
<td>Effective Water Vapor</td>
<td>7 kinds</td>
</tr>
<tr>
<td>Satellite Zenith Angle</td>
<td>0, 30, 60 degree</td>
</tr>
</tbody>
</table>
Fig. 7. Monthly mean distributions of cirrus parameters during 9 years. (a) Cirrus cloud effective radius, (b) cirrus cloud optical thickness, and (c) cirrus cloud top temperature. Panel 1), 2), 3), and 4) indicate January, April, July, and October, respectively.
ognize the existence of cirrus clouds in these grids, and it is thought that in these areas cirrus clouds are very thin or do not exist. Figures 8(a), (b), and (c) show the zonal averaged $r_e$, $r_c$, and $T_c$, for the four months respectively. The zonal distributions of $r_e$ in Figs. 7 and 8 display the latitudinal dependency that the effective radius of cirrus clouds in the tropical region is smaller than that of mid- and high-latitudinal regions. This contrast is thought to be caused by difference in the cirrus particle formation process in these regions. Cirrus clouds in the tropics usually flow out from the top of deep convective cloud systems near the tropopause, and their particles grow in high altitude with low temperature and humidity, and cirrus cloud particles associated with the low pressure system grow with high temperature and humidity in mid- and high-latitudes. Our finding is consistent with the relation of particle size and temperature proposed by Heymsfield and Platt (1984). Figure 8(a) shows that $r_e \approx 13\sim14$ $\mu$m in the tropical region, and they have a small seasonal variation with smaller values in April and October, and larger in January and June. Such a particle radius distribution is consistently understood by the cloud top temperature distribution as shown in Figs. 7(c) and 8(c). Very low cloud top temperature (about 215 K) appears in the West Pacific Ocean near the east region of New Guinea in January and April, and around the Philippine Islands in July. Low cloud top temperatures appear in the other equatorial regions from the west to the center of the Pacific Ocean have low temperature (about 220 K) all through the year, and also in the regions around Central Africa. The Amazon region has a cloud top temperature as low as about 220 K, except in the dry season in July. From mid- to high-latitudes, $r_e$ increases from 14 to 19 $\mu$m. There is also a seasonal variation of $r_e$ in mid-latitudes of the northern hemisphere similar to the tropical region with larger amplitude, whereas there is little variation in mid-latitudes of the southern hemisphere. This difference looks caused by the land/ocean area difference. This tendency is clearly seen by the striking seasonal fluctuation of $r_e$ around the continent of Asia and North America in Fig. 7(a), although this can be an artifact due to a large retrieval error caused by the warm cloud top temperature and very cold ground temper-
ature when amplitudes of BTD curves becomes small.

It is found in Figs. 7(b) and 8(b) that the latitudinal dependence of the optical thickness $\tau_c$ varies from $\tau_c \approx 1.45$ in the tropics to about 1.90 in high-latitudes. Similar to $r_e$, a seasonal variation in $\tau_c$ is also seen in Figs. 7(b) and 8(b), with larger values around the high latitudinal regions of the winter hemisphere, and with smaller values in the summer hemisphere. Although the deep cumulonimbus clouds with very thick optical thickness arise throughout the year in the tropical region, cirrus clouds that spread from the top of the deep convective clouds have very small optical thickness (1.0~1.7), whereas cirrus clouds associated with the low pressures have large optical thickness.

Figures 9(a), (b), and (c) show time series of $r_e$, $\tau_c$, and $T_c$ during 9 years, respectively, where the global mean, tropical mean, northern hemisphere mean, and southern hemisphere mean values are plotted. We used the data of NOAA-9 from 1986 to 1988, and the data of NOAA-11 from 1989 to 1994. The time series of $r_e$ has values around 12~16 μm in the tropical regions, values around 14~20 μm in the northern hemisphere, and values around 14~20 μm in the southern hemisphere, reflecting the characteristic distribution in Figs. 7 and 8. There seems to be a difference between the retrieved values from the data of NOAA-9 and NOAA-11 (switched in the end of 1988) caused by the radiometric calibration error of radiances for the imagers.

In Fig. 9(a), $r_e$ became large after the eruption of Mt. Pinatubo, and reached its maximum in July in the tropics, in October in the southern hemisphere, and in January in the northern hemisphere. The Volcano Pinatubo in Luzon-Island, the Philippines, erupted in June 1991. It is thought to be the largest scale eruption in the 20th century. Its volcanic ashes reached the altitude of 30 km across the tropopause (Bluth et al. 1992), so that there is a possibility that the volcanic ashes changed the properties of cirrus clouds. It is also pointed out that cirrus clouds have sensitivity to the size and the density of nuclei (Sassen and Dodd 1989), and that the aftermath of the eruption of Mt. Pinatubo has continued for almost two years (Anderson and Saxena 1996), and af-

Fig. 9. Time series of the cirrus parameters. Global mean, hemispherical means (60N–20N: NH, 60S–20S: SH), and tropical areal mean (20N–20S) are shown for $r_e$, $\tau_c$, and $T_c$. 
fected cirrus clouds through large cloud condensation nuclei of volcanic origin (Sassen 1992). Volcanic ashes itself decrease the BTD in the infrared region (Prata 1989) causing an overestimation in the effective radius, while volcanic ashes act as ice condensation nuclei to decrease the effective radius of the cirrus clouds. It is, therefore, difficult to mention if the increasing trend of \( r_e \) after the volcanic eruption was caused by the volcanic ash effect without validation data.

The optical thickness of cirrus clouds shown in Fig. 9(b) looks relatively stable after 1989, but it seems to have discontinuity between the data from NOAA-9 and NOAA-11 similar to the case in \( r_e \). In the tropics, \( \tau_c \) is 1.4~1.6, and in the northern and the southern hemispheres, it fluctuates between 1.5 and 2.0 with a seasonal change taking large values in the winter hemisphere and small values in the summer hemisphere. But \( \tau_c \) does not have a clear trend, suggesting that the optical thickness of the volcanic ashes was thin and ice nucleation effect to the optical thickness was small. Stowe et al. (1992) shows the Pinatubo aerosol optical thickness reaches the maximum around 0.6 in the tropical region but decreased rapidly within two years after the eruption. Asano et al. (1993) observed the optical thickness of 0.14~0.19 at 680 nm at Tsukuba in Japan in January, 1992.

\( T_c \) ranges between 222 and 227 K in the tropics, between 230 and 240 K in the northern and the southern hemisphere. The effects of the volcanic ashes on \( T_c \) are also not observed similar to the case of \( r_e \).

4. Comparison with other products

There is very limited in situ observation of the effective radius of cirrus clouds for validating the present satellite products. But the relations between cirrus ice particle size distribution and cirrus cloud temperature are parameterized to use for modeling studies (Heymsfield and Platt 1984; Kosarev and Mazin 1991; McFarquhar and Heymsfield 1997). Figure 10 shows the relative number of the effective radius of cirrus clouds retrieved by our work (shadowed) and aircraft data by Heymsfield and Platt (1984) arranged by Suzuki et al. (1993) (solid lines) as a function of the cloud top temperature, although these two results do not accord over time nor space with each other. It is found from the figure that the present satellite results are largely underestimated less than the aircraft results, such that 10~15 \( \mu m \) versus 22 \( \mu m \) around 220 K, and 10~20 \( \mu m \) versus 60 \( \mu m \) at 230 K. In spite of the large discrepancy, the result from the present algorithm has some similarity in the temperature dependence even with the transition occurred around 230 K due to the transformation of the shape of ice particles from column to bullet rosettes type. There are several reasons for this discrepancy. The airborne measurements may be biased because the upper regions of cirrus clouds are not accessible to aircraft, and measurements of cirrus clouds in the tropics are especially difficult. There are reports that pointed out that the probes used in airborne measurements tend to lose the sensitivity to smaller ice particles (Gardiner and Hallett 1985; Gayet et al. 1996;
Heymsfield and McFarquhar (1996), although the probes have been improved to detect ice particles with tens of micron size (Heymsfield and Miloshevich 1995). Baumgardner and Korolev (1997) also noted that uncertainty in the sampling volume at small crystal sizes and high air speeds cause errors. Reported particle size distributions show a large variety over crystal sizes from 1 to 8000 \( \mu m \) (Dowling and Radke 1990). In recent airborne measurements, Arnott et al. (1994) and Strom et al. (1997) found a high concentration of small ice particles, and Knollenberg et al. (1993), Heymsfield and McFarquhar (1996), and Heymsfield (1986) observed small crystals dominated in the high altitude layer of cirrus clouds. Okamoto et al. (2003) reported that the effective radius derived by their cloud radar and lidar synergy observation decreases with height in the cirrus cloud layer. On the other hand, our algorithm uses the envelope of scattered data that corresponds to the smallest particles when the scatter is caused by a variety of cloudiness and an inhomogeneity of optical thickness, not by particle size changes. In addition, when the cirrus cloud has super cooled small water particles in its lower layer, the analysis should seriously underestimate their effective radius, because the super cooled small particles also make the brightness temperature differences similar to the case with small ice crystals. For example, when all the raw data as in Fig. 5(b) are analyzed with neither a cloudiness nor an inhomogeneity of optical thickness, their effective radii are estimated about from 16~64 \( \mu m \) instead of 16 \( \mu m \) from the envelope analysis. Heymsfield and Platt (1984) referred to the temperature dependence of the ice particle size, but Atlas et al. (1995) gave their opinion that the temperature dependence proposed by Heymsfield and Platt (1984) is not reliable for the cirrus clouds whose temperature is warmer than 230 K, and for the convective cirrus clouds. Heymsfield and Miloshevich (2003) reported that the variability of microphysical properties in cirrus clouds was larger in the lower parts of cirrus clouds than in the upper parts by introducing the shape-sensitive parameter “area ratio” and also noted the importance of considering the vertical variability of microphysical properties such as the aggregation process in each part. Although we need more careful validation of the present algorithm in future, it should be pointed out that the effective radius from our method was obtained by using infrared and near-infrared channel radiances, so that the result should be regarded as effective in estimating the radiative budget. It was reported that the vertical water transport is mainly governed by large particles, while small particles mainly affect the radiative properties of clouds (Beck et al. 1996; Jensen et al. 1994; Arnott et al. 1994).

We have compared our results with the D2 global data sets (monthly mean) produced by International Satellite Cloud Climatology Project (ISCCP) (Schiffer and Rossoew 1985; Rossoew and Schiffer 1991; Rossoew et al. 1996), which are the products of the global cloud parameter distributions (e.g. the cloudiness of all and each kind of clouds, the optical thickness) including cirrus clouds for a long period (Stowe et al. 1989; Rossoew and Schiffer 1991; Wylie et al. 1994). It should be noted that ISCCP D2 data is a composite of daytime and nighttime results, while our results consist of the nighttime analysis.

Figures 11(a) and (b) show the monthly mean cloud top temperature and the optical thickness of cirrus in July 1992 produced by ISCCP (D2-data), respectively. It is found that the value of the ISCCP temperature and its distribution are largely different from the present result in Fig. 7. One significant difference is that the regions with a very low temperature cirrus in D2-data, \( T_c \approx 200 \) K, over the region from Amazon to the Atlantic Ocean, over the Mediterranean Ocean, and over South Africa, tend to correspond to the regions without cirrus clouds in our product as shown in Fig. 7. Another difference is the high land and ocean contrast of the cirrus cloud top temperature in the D2-data set, i.e., low over land and high over ocean. The present result in Fig. 7 does not have such discontinuity, which looks more realistic. It was also reported that the use of multi-geostationary satellites causes systematic discontinuities among the areas observed by the satellites. Table 2 compares the cloud top temperatures between our results and ISCCP products. The table shows our results are lower than ISCCP about 5~20 K. Wang et al. (1996) studied the vertical profile of the cirrus from the observation of Stratospheric Aerosol and Gas Experiment II (SAGE II) (Mauldin et al. 1985; McCormick 1987), and
noted that the appearance of cirrus clouds reach a maximum rate of 45% at an altitude of 15 km in the tropics, and 20% at 7–10 km in mid- and high-latitudes. Rossow and Schiffer (1999) noted that although the ISCCP D datasets were revised in terms of the radiance calibrations and the ice cloud microphysics model used in their calculations, there still existed ~4 K biases for optically thin, high clouds. Figure 11(c) shows the seven years of averaged all clouds frequency in July for the heights of 5, 7, 9, and 11 km detected by HIRS (High Resolution Infrared Radiation Sounder) CO2 slicing method (Wylie and Menzel 1999). This figure, which almost corresponds to Fig. 7(c)-3), indicates that the high cloud distributions by HIRS have similar patterns to our results. These reports fill a bit of the differences between ISCCP and our results. This bias is considered to be caused by; 1) the compensation coefficient for the nighttime processing, which is the mean difference between the result from visible and infrared channels and the result only from infrared channel constructed in daytime; and, 2) the ratio between the optical thickness in visible channel and that in the infrared channel is fixed without dependence on the effective radius of cirrus particles.

The discontinuity of the optical thickness among the observed areas of the satellites is found in Fig. 11(b) similar to the cloud top temperature case. The ISCCP optical thickness is systematically small over land and large over ocean. Table 3 shows the comparison between ISCCP and our results. The optical thickness in the tropics has similar values in both analyses, but our result shows lower values than those of ISCCP over the Pacific Ocean in mid- and high-latitudes and higher values over the Atlantic Ocean in mid- and high-latitudes. We are apt to
retrieve the value of the optical thickness in a range of about 1–2 due to the characteristics of our algorithms that the retrieval area is restricted to moderate optical thickness as illustrated in Fig. 1.

5. Discussion and conclusions

We have assumed the ice particle as spherical, whereas there exist non-spherical particles of various shapes, such as needles, solid thick plates, hollow columns, and bullet rosettes (Knollenberg 1970; Milosheivich and Heymsfield 1997). We had a difficulty in introducing the effect of these various non-spherical particles into the retrievals under the situation that we did not have a good non-spherical particle scattering algorithm for the size parameter range larger than 100. Instead we have tested how much errors are induced by the spherical assumption. Figure 12 illustrates the BTD\(_{11-12}\) curves calculated when the Mie phase function is modified to have an enhanced side scattering by non-spherical particles of random orientation (Liou 1972; Takano and Liou 1993; Macke 1993; Mishchenko et al. 1996). Figure 12 indicates that we should underestimate the effective radius against the actual value by the factor of 0.87 at most with the side scattering enhancement of 1% of the total scattering. Comparing with Fig. 10, this underestimation cannot explain the main difference between the retrieved results and observed values. Future studies will be needed to fully understand the retrieval differences utilizing the promising non-spherical scattering theories being developed in recent years, such as the Discrete Dipole Approximation (DDA) (e.g., Flatau et al. 1990; Okamoto et al. 1995).

In this study, we have also assumed the geometrical thickness of the cirrus clouds as 2 km. But in fact, the cirrus clouds which have more than 2 km geometrical thickness often appear around the deep convective cloud system, and which have less than 2 km also often appear around the outside of extended cirrus clouds. BTD curves are calculated in Fig. 13 with the geometrical thickness of 1, 2, and 5 km. The figure shows that we should overestimate the effective radii when the cirrus cloud is geometrically thicker than the assumption, and should underestimate when geometrically thinner. This underestimation is of order of 10% in the...
effective radius, and cannot explain the tendency of difference between results of Heymsfield and Platt (1984) arranged by Suzuki et al. (1993) and our results in Fig. 11.

As a summary, that we were able to depict the main features of microphysical structure of the cirrus cloud system on global scale with long-term analysis. It is found that cirrus properties are highly variable depending on time and space, but not in the degree of ISCCP analysis, which tends to show more distinct discontinuities in optical thickness and effective radius, and cannot explain the tendency of difference between results of Heymsfield and Platt (1984) arranged by Suzuki et al. (1993) and our results in Fig. 11.
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