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Abstract

From July 1 to 13, 2007, a widespread heavy rainfall event occurred in the Huaihe River Basin (HB) in China, with an average rainfall of nearly 465 mm in the area. The main purpose of this study is to integrate a rainfall estimate by the China New Generation Weather Radar S-band radar (CINRAD-SB) into the Hydrologic Engineering Center’s Hydrologic Modeling System (HEC-HMS) and analyze the CINRAD-SB rainfall estimation and its impact on the runoff simulation of this type of rare flood event in a region with complex terrain.

For the CINRAD-SB rainfall estimation four methods are considered: (1) $Z = 300R^{1.4}$ ($Z$: radar reflectivity, $R$: rainfall intensity); (2) a rainfall estimation error adjustment by using a Kalman Filter (KF); (3) Optimal Interpolation (OI); and (4) the Union method, which is composed of KF and OI. The HEC-HMS is used to investigate the spatial and temporal distribution of the CINRAD-SB rainfall and its impact on the hydrological simulation of the event.

Rainfall estimations from the four methods are compared with rain gauge observations. The four methods underestimate the precipitation amounts, while for the Union method the values of the relative bias are closer to zero. The relative bias values of the four methods vary with different rainfall intensity, those of the Union method vary the least among the four methods. This evaluation indicates that runoff simulations based on radar-rainfall could
reproduce similar overall patterns to the observed streamflow. The peak discharge contains obvious improvements – for instance, the skill score is 0.6 – in model runs with forcing that is provided by the Union method vs. rain gauge data. These results might guide the improvement of hydrological predictions that are driven by radar rainfall.
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1. **Introduction**

The Huaihe River Basin (HB) is located in the eastern region of China between the Yangtze River and Yellow River in an area that is described by east longitude 111°55′ to 121°25′ and north latitude 30°55′ to 36°36′ (see Fig. 1). The watershed area is approximately $2.7 \times 10^5$ km$^2$ and is composed of the Huaihe River, Yihe River, Shuhe River, and Sihe River. The HB is located in the north-south climate transition zone, and the area’s climate matches a semi-humid monsoon environment. The cumulative mean rainfall is 880 mm per year, and the rainfall from June to September predictably accounts for 70–80% of the annual rainfall (Chen et al. 2014). The HB is surrounded on three sides by mountains and faces the sea to the east. Mountains and hills account for approximately one-third of the total area. The upper and middle reaches of the Huaihe River are composed of a large number of tributaries, which originate from mountainous and hilly areas. Rapid streams converge soon after a rainstorm occurs, resulting in enormous pressure on the main stream of the Huaihe River. In addition, the cross section of the Huaihe main river is narrow, and the slope of the middle reaches is notably small (the total length is 1000 km and the river drop is 200 m). The HB is characterized by significant features of rainstorm outbreaks and the frequent occurrence of flood disasters. The HB is one of the areas in China that is highly vulnerable to flooding. Since the 1950s, major floods have occurred in the HB, including events in 1954, 1991, 2003, 2005, and 2007 (Zhao et al. 2007). The climate produces frequent heavy rains in the summer months, and the unique geography that forms the HB, which has multiple branches and flat riverbeds, makes the HB a unique region with significant challenges for developing flooding alert/warning systems.

The new-generation weather radar network (CINRAD) is an observation network that is composed of 158 Doppler weather radar systems in China (Chu et al. 2013). Approaches that make full use of the huge amount of radar data in hydrometeorological forecasting have become a key issue. Weather radar detects the motion of rain droplets in addition to the intensity of the precipitation at a high spatial resolution over continuous regions and is also of interest for measuring rainfall in ungauged basins. These data can provide continuous rainfall estimates over a large area, which makes this system ideal to evaluate radar-based precipitation estimates for use in flood modeling applications for a variety of storms, basins, and distributed hydrologic models.

Because of its complex water system and steep terrain, the HB historically has been one of the most difficult areas to forecast flooding both in theory and in practice. The coupling of radar-rainfall estimates with hydrological models is expected to improve runoff prediction (Su et al. 2008).

The objective of this study is to integrate radar-rainfall estimates into a hydrological model of the HB. A heavy rainfall event that occurred in the HB during the summer of 2007 is chosen to investigate how well the weather radar can reproduce the hydrographs and hydrologic responses based on the radar rainfall estimation errors.

Six S-band new-generation weather radar systems (the China New Generation Weather Radar S-band Radar; CINRAD-SB) and more than 2000 rain gauges are available over the HB. Currently, the $Z$ (radar reflectivity)-$R$ (rainfall intensity) relationship ($Z = 300R^{1.4}$) is used to estimate precipitation for the CINRAD-SB. However, a single Z-R relationship is inadequate to account for the deviation between the radar rainfall and actual rainfall because of various factors, i.e., the season, the region and the nature of the precipitation. Error sources in radar-rainfall estimation have been investigated in previous studies (e.g., Wilson and Brandes 1979; Austin 1987; Kitchen and Jackson 1993; Joss and Lee 1995), including radar systematic error, range-dependent systematic error and random error. Studies have been conducted to correct errors from different sources in radar rainfall estimation (Dinku et al. 2002). Habib et al. (2008) noted that bias adjustment is an important approach to obtain high-quality radar rainfall estimates, but...
even the most careful calibration and validation for radar rainfall estimates cannot completely eliminate the problems that are introduced by the reflectivity measurement process. Because radar rainfall drives the hydrological model, the quantification of the hydrologic quality of rainfall estimates from radar will aid in understanding the runoff error and optimizing the runoff predictions from using radar rainfall estimates.

Studies of rainfall estimates have been performed by using radar data as input to hydrologic models. Moon et al. (2004) evaluated Next Generation Weather Radar (NEXRAD) daily rainfall data on a 4 × 4-km grid scale by using gauge data in a 2608-km² watershed in east-central Texas in the US. The authors found that the radar underestimated the rainfall by approximately 80 mm on average over a 16-month period (1999–2001). Sharif et al. (2004) used the Cascade Two-Dimensional model (CASC2D) to understand the impact of radar rainfall estimation errors on runoff predictions with an emphasis on the distance from the radar to the catchment in a small

Fig. 1. Study domain: (a) Map of China, (b) Huaihe River Basin and location of the Xixian watershed, (c) Digital elevation model of the Xixian watershed. Rain gauge stations and hydrological stations are shown as symbols, which are indicated in the legend.
infiltration-excess watershed. Sensitivity analysis indicated that the variance of the hydrograph prediction error from the radar rainfall error decreases as the event magnitude increases. Habib et al. (2008) studied a watershed with a fairly steep topography and a drainage area of 21.4 km$^2$ to analyze radar-rainfall estimation errors and their propagation throughout the hydrological models. The analysis results indicated that the adjustment of radar biases resulted in significant improvements in the runoff predictions. Gourley et al. (2010) studied the impact of radar estimation errors on hydrologic simulation. The results indicated that only after long-term biases were corrected did all the polarimetric rainfall estimators outperform the conventional algorithm. In China, a wide range of studies have focused on streamflow simulations by using radar and gauge rainfall data sets. Liu and Li. (2004) and Li et al. (2004) found that combining radar rainfall with rain gauge observations improved hydrologic simulations compared to studies that used only rain gauge data.

The Hydrologic Engineering Center’s Hydrologic Modeling System (HEC-HMS) is a rainfall-runoff model that has been widely used in humid, semi-humid and semi-arid regions for flood forecasting. Knebl and Yang (2008) developed a framework for regional-scale flood modeling that integrated NEXRAD rainfall and the HEC-HMS model. Investigations of the modeling demonstrated the feasibility of using real-time products from gridded rainfall to drive the HEC-HMS model. Eloise and Atkinson (2011) selected the HEC-HMS model to assess the accuracy of precipitation in a simulation of river flows for an extreme event. Gauge, radar and gauge-corrected radar rainfall data were used as the HEC-HMS model inputs. Song et al. (2011) applied the HEC-HMS model of the Louzigou Basin to a tributary basin of the HB, and the results showed that the HEC-HMS model produced highly accurate simulations.

Although studies on the use of radar rainfall as input data for hydrological models have been performed previously (Li et al. 2004; Xu et al. 2007; Yang et al. 2009; Niu et al. 2014), few studies have focused on the HB, a region with complex topography in which inaccurate radar scans and gauge density are important factors that affect the accuracy of results. In this study, the performance of four rainfall estimates from CINRAD-SB data is examined to determine their impacts on hydrological simulations.

We integrate the CINRAD-SB-derived rainfall into the HEC-HMS model to illustrate how the radar-rainfall estimation errors influence the hydrological prediction skills via the HEC-HMS model in the Xixian watershed (see Fig. 1), which is located at the headwater of the HB. Section 2 describes the study domain of the Xixian watershed and the details of the rainfall-runoff event. Section 3 presents the radar rainfall analysis by comparing the CINRAD-SB rainfall with that of the rain gauges. Section 4 describes the hydrologic model and the metrics that are used to assess the hydrologic performance with different rainfall inputs for the rare flood event. Section 5 presents a summary of the results, conclusions, and future topics of interest.

2. Domain and rainfall-runoff event

The Xixian watershed, which is located in the upper reaches of the Huaihe River, has a fairly steep topography with a drainage area of 10,190 km$^2$ and is an important agricultural county that yields one billion kilograms of foodstuffs (Shi et al. 2003). The Xixian watershed is dominated by mountains and hills, and the terrain elevation in the watershed ranges from 15 m above mean sea level near the outlet to 839 m. The catchment is located within the climatic transition zone between the northern subtropical and warm temperate regions. The mean annual precipitation was 946 mm for the years 1956–2008. The land use is primarily farmland, forestland and grassland, and the farmland area is always greater than 50 %. The soil type map is shown in Fig. 2 (Cai et al. 2012). A total of 71 precipitation gauges and 8 weather stations are located in this area, and the Xixian hydrologic station is situated near the outlet of the Xixian watershed. The cross-section width of the Xixian hydrologic station is 700–800 m, the maximum flow measurement section width is 2470 m and the maximum water depth is 10.50 m. Streamflow measurements from the Xixian hydrologic station are used in this study to evaluate hydrologic simulations that are forced by the CINRAD-SB rainfall estimates. The digital elevation model of the Xixian watershed with the rain gauge stations and the Xixian hydrological station is shown in Fig 1.

Heavy rainfall occurred during the period from June 19 to July 26, 2007, in the HB (Jiao et al. 2008; Zhao et al. 2007). Hereafter, this heavy rainfall event is called as the target event. The precipitation fell mostly from convective systems. The accumulated rainfall during the Meiuy period was the fourth heaviest in history since 1954 and was only less than that during the flood years of 1954, 1991 and 2003. In the Xixian watershed, heavy rainfall (53–93 mm d$^{-1}$)
occurred primarily on July 1st, 3rd, 4th, 7th, 8th and 9th. On July 4th, 18 rain gauges reported rainfall of over 100 mm d\(^{-1}\), and 7 rain gauges reported rainfall of over 150 mm d\(^{-1}\). In this study, the precipitation period from July 1 to 13, 2007, was chosen to investigate rainfall-runoff with radar precipitation forcing.

3. Radar rainfall estimation methodology and verification

3.1 CINRAD-SB data and processing

China has developed a new-generation Doppler weather radar (CINRAD) system based on the USA’s Next-Generation Weather Surveillance Radar-1988 Doppler (WSR-88D) radar that can detect rainfall within a radius of 230 km. The CINRAD-SB radars operate in the S-band, and their characteristics are similar to those of the WSR-88D radars in the US operational Doppler radar network. The radar volume scan consists of 9 elevation angles (0.5°, 1.5°, 2.4°, 3.4°, 4.3°, 6.0°, 9.9°, 14.6° and 19.5°) over 6 min (Chu et al. 2013), and the CINRAD-SB rainfall data are retrieved at a spatial resolution of 1 km\(^2\). The watershed was located approximately 50–160 km from the CINRAD-SB radar site in Zhumadian at 32.98°N, 116.02°E (marked as Zhumadian in Fig. 1), and the radar’s scanning radius is 230 km. The reflectivity that was collected at a 0.5° elevation angle was used to compute the rainfall rate (Huang et al. 2010). The quality of the raw radar echo is controlled, which is important for the accuracy of the derived rain products, and a brief summary of the quality control procedure is provided by Huang et al. (2010). Precipitation rates that are computed from each algorithm are aggregated into hourly accumulation data and processed into a format that is compatible with the HEC-HMS model.

3.2 Description of the radar rainfall methods

The recent radar network provides continuous timespace rainfall estimates, but the estimation methodology has limitations. Therefore, gauge rainfall is commonly used to correct the radar rainfall estimation.

During the radar coverage periods, 40 independent automated tipping-bucket gauges (Fig. 1) supplied data in near–real time. These rain gauges are used to compare, correct and verify radar rainfall and to drive the HEC-HMS model.

The one-hour rainfall datasets from 7/1/2007 00:00 to 7/13/2007 20:00 were used to obtain quantitative precipitation estimates over the entire watershed, including (1) \(Z = 300R^{1.4}\); (2) a rainfall estimation calibration based on a Kalman Filtering approach that was proposed by Chumchean et al. (2004); (3) Optimum Interpolation (Nehrkorn and Hoffman 1996); and (4) the Union method, which integrates the Kalman Filter with the Optimal Interpolation (Huang et al. 2010). Hereafter these four methods are referred...
Kalman filtering techniques are used to correct the mean field bias in real time to eliminate the interference of random noise on radar precipitation estimation. The Kalman filter mathematical model includes two components, namely, the process equation and the measurement equation (Yin and Zhang 2005).

First, we define the deviation calibration factor $B_k$:

$$B_k = \frac{G_k}{R_k},$$  \hspace{1cm} (1)

where $G_k$ is the rainfall intensity for rain gauges at time step $k$ over the radar coverage area and $R_k$ is the rainfall intensity for the radar at the same time. If the rainfall data from the radar and rain gauge are accurate, the process deviation $B_k$ will be 1. However, in actual measurements, $B_k$ is not equal to 1 because of many interference factors and is updated with time $k$. The change in $B_k$ is random. We assume that the deviation $B_k$ follows a random process that is governed by the stochastic equation:

$$B_{k+1} = B_k + \omega_k,$$  \hspace{1cm} (2)

with a measurement deviation $Z_k$:

$$Z_k = B_k + \nu_k,$$  \hspace{1cm} (3)

where $\{\omega_k\}$ represents the process noise with zero mean, $\{\nu_k\}$ denotes the measurement noise with zero mean, $\{\omega_k\}$ and $\{\nu_k\}$ are assumed to be independent of each other, $\{Z_k\}$ is a measurement deviation series, and $Z_k$ is given by

$$Z_k = \frac{\sum G_i(x, y)}{\sum R_i(x, y)(R_i(x, y) > 0)}.$$  \hspace{1cm} (4)

where $G_i(x, y)$ is the rainfall intensity for rain gauge $i$ which location is $(x, y)$, $R_i(x, y)$ is the rainfall intensity from radar at the same place, and $R_i(x, y) > 0$ is to ensure radar rainfall is nonzero.

Equations (2) and (3) constitute the Kalman filter mathematical model. Next, we establish a recursive equation and obtain the optimal $\{B_k\}$ with the minimum square error, and the calibrated radar rainfall $\hat{R}_k$ is given by

$$\hat{R}_k = R_k B_{k/k-1},$$  \hspace{1cm} (5)

where $B_{k/k-1}$ is the deviation in the state at step $k$ based on the deviation in the state at step $k-1$.

The OI method follows the OI formulation (Mikhail and Elvenden 1972). Values at each of the grid points are obtained from a linear combination of the Z-R rainfall, which represents the first background, and a weighted sum of the surrounding observation increments. The weights are determined by using a linear equation with coefficients that are given in terms of the observational and background error statistics. The corrected data for each grid are given by the following equation (Li and Zhang 1996):

$$I_k^c = I_k^o + \sum_{i=1}^{N} (I_{i}^{ob} - I_k^c) P_i,$$  \hspace{1cm} (6)

where $I_k^c$ is the corrected value from $I_k^o$, $k$ is the serial number for the grids, $I_{i}^{ob}$ is the observed value at the $i$th rain gauge, $I_k^o$ is the radar-estimated rainfall value at the $i$th rain gauge, $P_i$ is the weighting factor for the $i$th rain gauge (if no radar data exist, the weighting factor is zero), $N$ is the number of rain gauges within a radius with $k$ as the center, and the radius is the minimum one that is needed to ensure that $N$ is equal to a specified constant.

The variances are assumed to be homogeneous and the co-variances to be both homogeneous and isotropic. Weighting factors can be obtained from the following equation:

$$\sum_{i=1}^{N} P_i \mu_{ij} + \eta_i P_i = \mu_{ki} \quad (i = 1, 2, ..., N),$$  \hspace{1cm} (7)

where $\mu_{ij}$ is the autocorrelation coefficient between the values of rainfall at $i$ and $j$ and $\eta_i$ is the relative mean-square random observation error (in this study, $\eta_i$ approaches zero). According to Eq. (7), the weights depend on the scale of the function as represented by the autocorrelation coefficient $\mu_{ij}$. Equation (7) can be written as

$$\sum_{i=1}^{N} P_i \mu_{ij} = \mu_{ki} \quad (i = 1, 2, ..., N),$$  \hspace{1cm} (8)

where $\mu_{ij} = \exp(-r_{ij}^2/a^2)$, $r_{ij}$ is the distance between points $i$ and $j$, and $a$ is the correlation radius. $\mu_{ij}$ decreases exponentially with increasing distance between points $i$ and $j$.

The following steps are performed to obtain these radar datasets:

1) The Point-Stat Tool in the Model Evaluation Tools (Development Tested Center 2010) is used to match the radar rainfall and rain gauge rainfall in the horizontal plane. The Model Evaluation Tools (MET), which were developed to evaluate the performance
of numerical weather predictions, is used to evaluate forecasts or observations from other models or applications if certain file format definitions are followed (Development Tested Center 2010). The Point-Stat Tool matches the gridded data to the point observation locations by using several different interpolation approaches. We select the unweighted mean interpolation approach and define a width of 1 surrounding each observation point (see additional details in METv3.0 usage).

2) The 1-h gauge rainfall data that were matched with the radar data are divided into two groups. All the observed rain gauge rainfall data are arranged by latitude and longitude from top to bottom, left to right, and according to odd and even number sequence numbers; the gauges are divided into two groups, referred to as ob1 and ob2.

3) The ob1 rain gauge data are used to calibrate the radar precipitation estimations with the KF, OI and Union methods. The ob2 rain gauge data are used to validate the calibrated radar rainfall. The ob2 rain gauge data are subsequently applied to calibrate the radar precipitation estimations with the KF, OI and Union methods. The ob1 rain gauge data are used to validate the calibrated radar rainfall. During the rainfall process, the calibration work is performed for each hourly rainfall data set.

The Union method uses a procedure based on the assignment of a KF to eliminate the average deviation of the radar rainfall estimation in the time domain, and an OI is subsequently applied to perform spatial calibration. A KF and OI are used to revise any deviations from different causes; therefore, combining the Union method with these two methods is expected to improve the accuracy of the estimated regional precipitation.

3.3 Rainfall comparison

Advancements in weather radar and enhanced rainfall resolution have led to substantial improvements in real-time flood forecasting and the need to quantitatively characterize radar rainfall estimation errors. With the continual increase in the use of weather radar rainfall in hydrologic applications, traditional verification scores often provide poor information without attention to spatial information (Baldwin and Kain 2006; Casati and Wilson 2007). Numerous new methods that consider radar rainfall estimation error correlation in time and space have been proposed (e.g., Baldwin et al. 2002; Davis et al. 2006; Marzban and Sangathe 2006; Roberts and Lean 2008; Ciach et al. 2007; Gourley et al. 2010). In this study, the Point-Stat Tool in METv3.0 is used to evaluate the hourly radar rainfall events of the Z-R, KF, OI and Union methods. The Point-Stat tool provides verification statistics for radar rainfall at the observation points. In this study, the radar rainfall estimation errors are assessed by using relative bias (B), Root-Mean-Square Error (RMSE), and Pearson’s correlation coefficient (PR_CORR). The B and RMSE are

\[ B = \frac{\sum_{i=1}^{N} (f_i - o_i)}{\sum_{i=1}^{N} o_i}, \]

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (f_i - o_i)^2}, \]

where \( N \) is the total number of radar-observation pairs, \( o_i \) is the 1-h accumulated rainfall for the \( i \)th rain gauge, and \( f_i \) is the 1-h accumulated radar rainfall that is matched with the \( i \)th rain gauge.

To measure the strength of the linear correlation between the radar rainfall and rain gauge rainfall, we use the standard Pearson’s correlation coefficient:

\[ PR\_CORR = \frac{\sum_{i=1}^{N} (f_i - \bar{f})(o_i - \bar{o})}{\sqrt{\sum_{i=1}^{N} (f_i - \bar{f})^2 (o_i - \bar{o})^2}}. \]

Figure 3 displays the scatterplots of the hourly rainfall for all gauge–radar pairs of the 40 gauges that reported precipitation during the target event. Most of the CINRAD-SB rainfall estimates were lower than what the rain gauge measured for this event. The “thunderstorm” Z-R relationship that is used in the study is valid primarily for continental rain and usually underestimates tropical rain (Ulbrich and Lee 1999), which is likely associated with the typical Meiyu front in China. Tokay and Short (1996) found that small drops were dominant in convective rainfall, large drops in stratiform rainfall, and larger drops in thunder rainfall. Tropical rainfall is usually a mixture of convective rain and stratiform rain. In the \( Z = AR^b \) relationship, the parameter \( A \) increases with increasing number of drops, whereas the exponent \( b \) decreases with increasing number of drops (Ulbrich 1983; Ulbrich and Atlas 2007). The A in \( Z = AR^b \) relationship for tropical rain is smaller than that for thunder rain, and the b for tropical rain is larger than...
that for thunder rain. Thus, the estimated rain intensity when using a $Z = AR^b$ relationship with larger $A$ and smaller $b$ will be smaller than what is estimated by using smaller $A$ and larger $b$ for a rain intensity $R > 1$ mm h$^{-1}$ with small drops and for the same reflectivity level. This observation is why we underestimate the rainfall when using the $Z = AR^b$ relationship of thunder storms to estimate tropical rainfall.

The calculated $B$, $RMSE$ and $PR-CORR$ results in this case are illustrated in Figs. 4–6. The Z-R method provides the worst results because the Z-R relationship was initially developed for flat terrain (Florida) and not regions with complex topography (Woodley et al. 1975; Gagin et al. 1985). Figures 4–5 show that the $B$ values are closer to zero and the $RMSE$ values are better with three adjustment procedures. The results expectedly show that the application of the Union method results in the best $B$ values and the lowest $RMSE$ value, which is $< 20$ mm. Compared with the Z-R estimator, the Union method that combines KF and OI reduces the magnitude of the $B$ values by 0.17–0.53 (Fig. 4) and improves the $PR-CORR$ by 0.16–0.43 (Fig. 6). Figures 4a–c show that the $B$ values for the Z-R, KF, OI and Union methods are closer to zero when the rainfall intensity $> 3$ mm h$^{-1}$ than those for the entire dataset, the Z-R, KF, OI and Union methods provide worse $B$ values when the rainfall intensity $> 5$ mm h$^{-1}$ than those for the entire dataset, and the KF, OI and Union methods provide better $B$ values than Z-R for the entire dataset (rainfall intensity $> 0$ mm h$^{-1}$).

The OI method provides larger $PR-CORR$ and lower $RMSE$ than the KF method, possibly because of relatively large changes in the terrain such as mountain and hill areas and because the estimated bias is a poorer representation of the true value, resulting in high uncertainty in the estimated mean field bias for KF. However, the OI uses the radar precipitation estimation deviation at the rain gauge near the grid point to calibrate the radar estimation on the grid point and might better reflect the true distribution of the precipitation field. However, the rain gauge represents a different range because of topographically large variations. To find additional rain gauges for the calibration, expanding the search radius $R$ can lead to unreasonable calibration, so the OI still has bias. Figure 1 shows that the rain gauge distribution is uneven compared to the rainfall distribution, which increases the randomness and heterogeneity of the available rain gauge distribution for calibration.

![Fig. 3. Scatterplot of CINRAD (Z-R, KF, OI and Union) vs. rain gauge hourly accumulated rainfall for the event.](image-url)
only one autocorrelation coefficient is used, we cannot obtain the best calibration results. The western and southern portions of the study area are regions with mountains and hills, which will affect the measurement of low-precipitation echoes. If geo-blocked, the rain gauges receive rainfall but the radar has no echo, and OI cannot be used for calibration, which can also cause the OI results to contain bias.

The Union method provides more accurate results because the Union method uses KF to filter out the noise of the measurement process and performs a revision over the entire range of the echo. Additionally, the Union method uses interpolation to fully consider the characteristics of the random spatial and temporal distribution of the rainfall to spatially correct the precipitation to highlight the structure of the precipitation.

4. Radar-rainfall estimation error impacts on HEC-HMS model simulation

4.1 HEC-HMS model processing

In recent decades, numerous physically based hydrological models, i.e., System Hydrology European (SHE) (Abbott et al. 1986), the Topography-based Hydrological Model (TOPMODEL) (Todini and Ciarapica 2002) and the HEC-HMS (US Army Corps of Engineers-Hydrologic Engineering Center (USACE-HEC) 2009), were developed for rainfall–runoff simulation. Open access to rainfall data that are obtained from weather radar data has driven the increasing use of physically based models. The majority of spatially distributed and physically based models that combine land use, soil or topography information compute the water balance at a highly detailed spatial and temporal resolution. 
Although this type of model is capable of the explicit spatial representation of hydrological components and accounts for the spatial variability in hydrological processes, this application is not without limitations because of its complex structure, huge number of parameters and large data requirements (Liu et al. 2002). The HEC-HMS model is physically based and is linked with Geophysical Information Systems (GIS). Considering its technical advantages, easy availability and wide use, the HEC-HMS model (version 3.4, USACE-HEC 2009) is selected to simulate flood events. The HEC-HMS contains three components: the basin model, the meteorological model, and the control specifications. The details of the model structures are given in the Technical Reference Manual and the User’s Manual (USACE-HEC 2009) of the HEC-HMS.

The databases of the channel or watershed attributes that are generated by the basin-processing module of HEC-geoHMS (USACE-HEC 2010) are used as inputs to the HEC-HMS model. Because weather radar provides rainfall “observations” on a grid, the CINRAD-SB rainfall values for each sub-basin are generated by intersecting the sub-basin layer with the CINRAD-SB rainfall grids by using the conversion tools and analysis tools in ArcMap. With estimates of the rainfall in each grid cell, a time series of average rainfall depth is developed for the cell that represents each subwatershed divided by HEC-geoHMS (Fig. 7), and hourly radar rainfall data for all of the subwatersheds are used as input for the HEC-HMS model. The Thiessen Polygon method is used to calculate the areal rainfall over each subwatershed from the point rainfall values that are observed at the rain gauges. Next, the HEC-HMS v.3.4 model is applied for hydrologic modeling. The Initial and Constant model is used to compute the infiltration loss, the Soil Conservation Service (SCS) Unit Hydrograph Model (USACE-HEC 2009; Verma et al. 2010; saghafan et al. 2008) is selected to compute the runoff volumes, and the base flow is modeled by using the Exponential Recession Model (USACE-HEC 2009). The Muskingum model (USACE-HEC 2009) is used to model direct and channel flow through the calculation of necessary parameter values with some relevant GIS operations. The watershed outlet (Xixian) (marked in Fig. 1) is used to compare the observed flow hydrographs with the simulated flow hydrographs. The various processes are described in the Technical Reference Manual and the User’s Manual of HEC-HMS (USACE-HMS 2009).

The initial parameters are selected based on literature references (Song et al. 2011; USACE-HEC 2009) and are calibrated automatically with the optimization module in the HEC-HMS model by using the trial and error method until a reasonable objective function value is obtained (USACE-HEC 2008; USACE-HEC 2009). The runoff peak error \( Z \) and the sum of the runoff discharge absolute error \( V \) are used as the objective function (USACE-HEC 2009) values to correct the parameters. The runoff peak error \( W \) represents the peak discharge error of the simulation with respect to the corresponding observations:

\[
W = \left| \frac{Q_o(\text{peak}) - Q_s(\text{peak})}{Q_o(\text{peak})} \right| 100 \%, \quad (12)
\]

where \( Q_o(\text{peak}) \) denotes the observed peak discharge \( (\text{m}^3 \text{s}^{-1}) \) and \( Q_s(\text{peak}) \) represents the simulated peak discharge from rain gauge rainfall or radar rainfall \( (\text{m}^3 \text{s}^{-1}) \). The peak discharge calculation is considered in the equation without adjusting the entire volume and peak time.

The sum of the runoff volume absolute error \( V \) represents the runoff volume of the simulation with respect to the corresponding observed value:

\[
V = \frac{\sum_{t=1}^{n} |Q_o(t) - Q_s(t)|}{\sum_{t=1}^{n} Q_o(t)} \times 100 \%, \quad (13)
\]

where \( Q_o(t) \) and \( Q_s(t) \) represent the \( t \) time observed and simulated runoff volume, respectively. This method takes into account the adjustment of the peak discharge, the overall runoff volume, and the peak time for the simulated flow process. The values of \( W \) and \( V \) are controlled to less than 15 % (Wong et al. 2006), and the flood peak time error is controlled for less than 3 h. Iterative calculations (USACE-HEC 2009) are used to calibrate the model.

With a computational time step of 1 h, the model of the Xixian watershed is calibrated by using the 1-h rainfall, discharge and evaporation data from May to September in 2006 and 2007. The Nash–Sutcliffe model efficiency coefficient is used to assess the predictive power of hydrological models, defined as

\[
E = 1 - \frac{\sum_{t=1}^{T} (D_o(t) - D_s(t))^2}{\sum_{t=1}^{T} (D_o(t) - D_o)^2}, \quad (14)
\]
where $\overline{D}_0$ is the mean of the observed discharges, $D_s(t)$ is the modeled discharge and $D_o(t)$ is the observed discharge at time $t$ (Nash and Sutcliffe 1970). Nash–Sutcliffe efficiencies can range from $-\infty$ to 1. An efficiency of 1 ($E = 1$) corresponds to a perfect match between the modeled discharge and the observed data. An efficiency of 0 ($E = 0$) indicates that the model predictions are as accurate as the mean of the observed data, whereas an efficiency that is less than zero ($E < 0$) occurs when the observed mean is a better predictor than the model or, in other words, when the residual variance (described by the numerator in the expression above) is larger than the data variance (described by the denominator). Essentially, the closer the model efficiency is to 1, the more accurate the model is.

The Nash-Sutcliffe model efficiency coefficient exceeds 0.75, the peak discharge error is within 10 %, and the error of the peak time is within 3 h. The calibrated parameters and ranges of the HEC-HMS values are presented in Table 1.

4.2 Hydrologic evaluation

The calibrated HEC-HMS model is used to simulate runoff during the rainfall-runoff storm by using radar rainfall with a computational time interval of 1 h. To evaluate the rainfall estimation impacts on the runoff process, the model simulations are driven with inputs of the CINRAD-SB rainfall based on the Z-R and precipitation bias correction with the KF, OI and Union methods. Fig. 8 shows the simulated and observed discharges at the watershed outlet for the target event when using inputs from the CINRAD-SB-based rainfall estimation and rain gauge rainfall. These radar-based hydrographs show overall patterns that are relatively similar to the hydrograph of the observed streamflow; however, different degrees of

![Fig. 7. Stream and sub-basin map of the basin around the Huaihe Xixian hydrological station.](image)

| Table 1. Calibrated parameters and ranges of the HEC-HMS values |
|------------------------|------------------------|------------------------|
| Parameter              | Initial setting for the parameter | Range of the value     |
| Initial Loss (mm)      | 0.2                     | 0–50                   |
| Constant Loss Rate (mm h$^{-1}$) | 1.2                    | 0–20                   |
| SCS Lag (h)            | 12                      | 0.1–24                 |
| Initial Baseflow Rate (m$^3$ s$^{-1}$) | 20                    | 0–50                   |
| Recession Constant     | 0.95                    | 0.9–0.99               |
| Recession Threshold Ratio | 0.1                    | 0–1                    |
agreement are observed between the modeled and observed discharges. The error in the peak time of the hydrographs is within 3 h.

The simulation skill is improved after the rainfall biases (Fig. 4) are removed, which agrees with the study by Habib et al. (2008). Several possible explanations exist for this result. The translation of the error from precipitation to streamflow is strongly affected by surface characteristics as topography, land use, and soils (Knebl and Yang 2008). The model is run at the subwatershed scale, and the subwatersheds in the study area are relatively large (e.g., the smallest subwatershed area is 263 km²). In a large subwatershed, the averaging of watershed parameters could lead to model error. The availability of rain gauge data limits the calibration of the background field for the KF and OI methods. A smaller improvement is noted for KF and OI relative to the Union method over the Z-R. Radar data at a 1 × 1-km resolution and the point gauge rainfall are converted for each subwatershed. The use of data values that are derived at different resolutions to determine runoff may lead to errors in the outflow hydrographs. The streamflow response for the event appears to be more heavily influenced by rainfall forcing than the combination of model error and parametric uncertainty.

Skill scores are calculated to further assess the impact of radar error on hydrologic simulation. The skill scores of the peak discharge $S_{PK}$ and runoff volume $S_{RV}$ are computed by using the following equations:

$$S_{PK} = \frac{PK - PK_{ref}}{PK_{perf} - PK_{ref}},$$  \hspace{1cm} (15)  

$$S_{RV} = \frac{RV - RV_{ref}}{RV_{perf} - RV_{ref}},$$  \hspace{1cm} (16)  

where $PK(RV)$, $PK_{ref}(RV_{ref})$ and $PK_{perf}(RV_{perf})$ are the radar-driven simulated peak discharge (runoff volume), the reference peak discharge (runoff volume) that is estimated by using rain gauge rainfall, and the observed peak discharge (runoff volume), respectively. The skill score $S_{PK}$ is interpreted as a percentage improvement over the reference peak discharge (Wilks 2005). The use of skill scores $S_{PK}$ is often motivated by a desire to equalize the effects of modeling and parameter estimation uncertainties (Wilks 2005). If $PK = PK_{perf}$, the skill score attains its perfect value of 1. If $PK = PK_{ref}$, then $S_{PK} = 0$, indicating no improvement over the reference peak discharge that is obtained by using the rain gauge rainfall in the model calibration. If the values that are under evaluation are inferior to the reference values with respect to the accuracy measure $PK$, then $S_{PK} < 0$. The range of the $S_{RV}$ value has a similar meaning to that of the $S_{PK}$ value.

The skill scores $S_{PK}$ and $S_{RV}$ for the target event are shown in Figs. 9 and 10. Z-R, KF and OI produce worse hydrologic skill than the simulation that is forced by the rain gauge rainfall input. Inputs from the Union method yielded a runoff simulation that is more skillful than that of the rain gauge rainfall input. The values of $S_{PK}$ and $S_{RV}$ for the Union method are 0.6 and 0.12, respectively. The Union method, when combined with KF and OI, has the highest hydrologic skill, and the radar rainfall estimation error analysis indicates that the Union method produces the best $B$ value. The hydrologic simulations according to the $S_{PK}$ and $S_{RV}$ scores are rather sensitive to rainfall bias.
with respect to the magnitude of the $B$ values that are found in the radar rainfall evaluation compared with $S_{PK}$ and $S_{RF}$. These findings confirm that rainfall forcing dominates stream simulation for events in the large watershed (Yao et al. 2015).

5. Summary and conclusions

The Xixian watershed, which is located at the upper end of the HB, where flood disasters frequently occur, was used to 1) evaluate radar rainfall estimation from the CINRAD-SB with KF, OI and Union bias correction methods and 2) assess the impact of radar rainfall estimation on hydrologic simulations by using the HEC-HMS model. Hourly precipitation from Z-R, KF, OI and Union were compared with rain gauge accumulations during a flood event from July 1 to 13 in 2007. The main findings from the rain gauge evaluation are summarized as follows:

- The $B$ values and $RMSE$ values for radar rainfall with three bias correction procedures are better than those of the Z-R radar data. The $B$ values of the Union method, which is composed of KF and OI methods, are the closest to zero compared to the other radar data. The Union method also has the smallest $RMSE$.
- The $B$ values for the Z-R, KF, OI and Union methods are closer to zero when the rainfall intensity is $> 3$ mm h$^{-1}$ than those for the entire dataset, and the $B$ values for KF, OI and Union are better than Z-R for the entire dataset.

The impacts of the CINRAD-SB rainfall estimation on hydrologic simulation were evaluated. The rain gauge data were input into the HEC-HMS to optimize the parameters. Radar rainfall estimation was used to force the calibrated model.

- Despite the differences in the input data, the shape of the overall model hydrograph is not different for both the gauged and CINRAD-SB input (Figs. 3–6), but the total runoff depths (or volume) are different, as shown in Fig. 8.
- The runoff simulation that was forced by the Union method is the best and shows improvement over the peak discharge that was obtained by using the rain gauge rainfall in the model calibration.
- The simulations that were forced by the CINRAD-SB rainfall estimation with KF, OI and Union bias correction outperform the Z-R relationship. Better simulation occurred with the Union method. The results highlight the importance of combining KF and OI, which are used to revise deviations from different causes, to improve the accuracy of the estimated regional precipitation.

The conclusions were based on a case study. Additional investigations are required to generalize the conclusions in this study. Future studies will focus on CINRAD-SB rainfall estimation errors in the HB for all events that range from common to rare. Because of the current business situation at the Zhumadian radar station, all mixed precipitation estimates use the same Z (reflectivity)-R (precipitation intensity), namely, $Z = 300R^{1.4}$. Although the Union method was used in this study to calibrate the radar rainfall estimation and the radar rainfall was improved, the results still contain bias. The “thunderstorm” Z-R relationship that was used in the study is valid primarily for continental rain and usually underestimates tropical rain, which is likely associated with the typical Meiyu front in China. In future studies, we plan to test the “tropical” Z-R relationship such that $Z = 250R^{1.2}$, which alone might substantially reduce the rainfall estimation error.
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