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Abstract

By comparison with satellite and field observations, the comprehensive performance and potential utility of near real-time forecasts using Nonhydrostatic Icosahedral Atmospheric Model (NICAM) are demonstrated by exploiting the Cooperative Indian Ocean Experiment on Intraseasonal Variability in the Year 2011 (CINDY2011)/Dynamics of the Madden-Julian Oscillation (DYNAMO) campaign. A week-long forecast was run each day using a regionally stretched version of NICAM, with the finest mesh size of 14 km over the tropical Indian Ocean (IO), throughout the intensive observation period (IOP).

The simulated precipitation time series fairly represented the evolution and propagation of the observed Madden-Julian Oscillation (MJO) events, although a 30% overprediction of precipitation over the IO domain (60°–90°E, 10°S–10°N) was found on average. Frequencies of strong (> 40 mm day⁻¹) precipitation were overpredicted, while those of weak precipitation were underpredicted against satellite observations. Compared with the field observations at Gan Island, the biases in precipitation frequency were less obvious, whereas the growth of lower to middle tropospheric dry (~1 g kg⁻¹) and warm (~1 K) biases were found. Despite these mean biases, temporal variations of the moisture and zonal wind profiles including the MJO events were reasonably simulated.

Using the forecast data the moisture and energy budgets during the IOP were investigated. The diagnosis using the 7-day-mean fields captured the observed features of the MJO events. Meanwhile, significant upward transport of moisture by the grid-resolved high-frequency variability was detected throughout the IOP. The relationship between these high-frequency effects and the simulated MJO or mean biases is also discussed.
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1. Introduction

The Cooperative Indian Ocean Experiment on Intraseasonal Variability in the Year 2011 (CINDY2011)/Dynamics of the Madden-Julian Oscillation (DYNAMO) project aimed to promote an understanding of the Madden-Julian Oscillation (Madden and Julian 1971, 1972; MJO) and to improve its modeling and forecasts (Yoneyama et al. 2013, hereafter referred to as Y13; Zhang et al. 2013). The MJO initiation, which had been a difficult aspect of MJO forecasting, was the primary target. Intensive observations were conducted over the Indian Ocean (hereafter, IO) during the period from 1 October 2011 to 15 January 2012, and a large amount of high-quality data was collected (Ciesielski et al. 2014a; Deng et al. 2014; Feng et al. 2014; Moum et al. 2014; Moum et al. 2014; Y13). The observations captured many important processes that would be key to a complete understanding of the MJO, such as (1) the deep moistening which led to MJO convective initiation (Gottschalck et al. 2013; Johnson and Ciesielski 2013; Johnson et al. 2015; Y13), (2) the evolution of populations of different cloud types in each stage of the MJO (Bellenger et al. 2015; Feng et al. 2014; Powell and Houze 2013; Ruppert and Johnson 2015; Zuluaga and Houze 2013; Xu and Rutledge 2014), and (3) the sub-daily to seasonal upper ocean variations (Gottschalck et al. 2013; Moum et al. 2014; Seiki et al. 2014; Y13).

During the intensive observation period (IOP), numerical weather prediction and analysis data were provided in real-time by multinational operational centers and institutes (Y13). Modeling studies have also been undertaken with operational forecasts (Gottschalck et al. 2013; Fu et al. 2013; Ling et al. 2014; Kerns and Chen 2014a) and global/regional model simulations (Fu et al. 2015; Hannah and Maloney 2014; Miyakawa et al. 2014; Nasuno 2013; Subramanian and Zhang 2014; Chen et al. 2015; Hagos et al. 2014a, b; Seo et al. 2014; Wang et al. 2015). With regard to the moistening process of the MJO, a special focus has been given on multi-scale processes (Chen et al. 2015; Hagos et al. 2014b; Kerns and Chen 2014a). Hagos et al. (2014b) assessed middle-level moistening as a key factor in shallow-to-deep convection transition, and found greater control by large-scale dynamical forcing than convective-scale effects. Kerns and Chen (2014a, b) highlighted the critical role of synoptic-scale systems in MJO initiation and propagation through the moisture variation by enhancement of dry air intrusion. The impacts of the diurnal variation on the moistening process have been examined using atmosphere-ocean coupled models (Chen et al. 2015; Seo et al. 2014) and field observations (Ruppert and Johnson 2015). The significant impact of the diurnal sea surface temperature (SST) variation on moisture buildup prior to the active phase of the MJO was demonstrated; Chen et al. (2015) addressed that the diurnal SST variation contributed to the moisture resurgence in the suppressed period of the MJO event through enhancement of moisture transport associated with the atmospheric mixed Rossby-gravity waves, and Seo et al. (2014) reported the impacts of the collocation of the diurnal peaks of SST and latent heat fluxes. Fu et al. (2013, 2015), who evaluated the forecast skill of operational and research models, concluded that the air-sea coupling enabled a better prediction skill of MJO events.

The moisture or moist static energy (MSE) budgets were assessed as a process-oriented diagnosis, in both observational (Johnson et al. 2015; Sobel et al. 2014) and modeling (Hannah and Maloney 2014; Seo et al. 2014; Subramanian and Zhang 2014; Wang et al. 2015) studies. Sobel et al. (2014) confirmed that the MSE budgets during the life cycle of the CINDY2011/DYNAMO MJOs generally agreed with those reported in previous studies. The MSE source/sink controls the MJO intensity, and the MSE transport controls the MJO propagation, with comparable contributions from horizontal and vertical advection. An emphasis was placed on the significant roles of radiative-convective feedback (e.g., Hu and Randall 1994) for this period (Hannah and Maloney 2014; Johnson et al. 2015). While these findings were based on a dense network of observations and simulations, the observed MJO events also posed questions, such as the causality between the shallow/congestus clouds and the subsequent evolution of the MJO-scale deep moistening (e.g., Bellenger et al. 2015; Hagos et al. 2014b; Powell and Houze 2013; Ruppert and Johnson 2015). Thus, further investigation for this period is still necessary, as well as an exploration of other MJO cases.

The Japan Agency for Marine-Earth Science and Technology (JAMSTEC) operated near real-time forecasts using a global nonhydrostatic model throughout the IOP (Nasuno 2013; Y13). The model has the merit of seamlessly covering the whole globe with horizontal resolutions that can marginally resolve mesoscale convective systems, which is suited to MJO studies (Miyakawa et al. 2014; Oouchi et al. 2012). The forecast data have been made available for research use (http://www.jamstec.go.jp/iorgc/cindy/obs/obs.html). Nasuno (2013) assessed the forecast skill of MJO in the JAMSTEC forecast system in terms of the real-
time multivariate MJO (RMM) index (Wheeler and Hendon 2004), and demonstrated that week-long forecasts captured the evolution of the MJO signals. Nasuno (2013) also suggested the potential for a higher forecast skill by reducing systematic model errors but left further analysis unaddressed. The purpose of this study is to evaluate the overall performance of the forecasts, including the abilities and limitations of the current system. Special focus is given to the moist processes, which are essential to the large-scale tropical mean state and variability, and how they interact with the dynamics at various temporal (e.g., from sub-daily to intraseasonal) and spatial (from local-convection to basin-wide) scales. A merit of using a global nonhydrostatic model is that the effects of local-scale high-frequency variability on the large-scale moisture tendency can be explicitly quantified. These have been implicitly diagnosed by the moisture budget analysis using the observational data or reanalysis products (Yanai et al. 1973; Johnson et al. 2015; Sobel et al. 2014). We also aim to understand the source of model errors through a close comparison with observations, which is useful for improving the model performance. Quantitative assessment allows the model data to be used to better understand the convective episodes that occurred during the IOP.

The remainder of this paper is organized as follows. Section 2 documents the numerical model, simulation setups, and the data used to evaluate the model outputs. Section 3 describes the evaluation of precipitation and soundings in comparison with observations and objective analysis, and moisture budget analysis using the simulation data. A discussion and summary are presented in Sections 4 and 5, respectively.

2. Data and the forecast system

The forecast system was based on Nonhydrostatic Icosahedral Atmospheric Model (NICAM; Satoh et al. 2008, 2014; Tomita and Satoh 2004). NICAM is designed for global cloud-resolving numerical experiments, and employs nonhydrostatic governing equations on a quasi-uniform (icosahedral) grid system. To save computational time and to achieve real-time forecasts, a regionally stretched version (Tomita 2008a) was used with a horizontal grid size ranging from 14 km at 8°S, 80°E (i.e., the location of research vessel, Mirai) to 56 km on the opposite side of the globe (Fig. 1a). Forty vertical levels were taken, with the lowest level at \( z = 80 \text{ m} \) and the model top at \( z = 38 \text{ km} \). Moist processes were explicitly calculated using a six category single-moment bulk cloud microphysical scheme (Tomita 2008b). Turbulent and atmospheric radiation processes were calculated using a modified Mellor-Yamada level 2 scheme (Mellor and Yamada 1982; Noda et al. 2010) and Model Simulation radiation TRaNsfer code (MSTRNX; Sekiguchi and Nakajima 2008), respectively. Sea surface temperature (SST) was predicted using a slab ocean model assuming a uniform mixed layer depth of 50 meter (a typical value in a tropical and subtropical domain; de Boyer Montégut et al. 2004). The initial data for the atmosphere, land surface, and slab ocean models were interpolated from the 1.0-degree gridded National Centers for Environmental Prediction (NCEP) final analysis. A week-long forecast was operated daily as a free run initialized at 0000 UTC throughout the IOP. The SST was nudged to the initial value at a relaxation time of five days in order to avoid a systematic drift.

For the validation of the forecasts, the quality-controlled sounding data (Ciesielski et al. 2014a) and
the Pacific Northwest National Laboratory (PNNL) Combined Retrieval (CombRet) product (Feng et al. 2014) obtained during the CINDY2011/DYNAMO field operation at Gan Island (73.2°E, 0.7°S) were used. The CombRet product covers the period between 10 October 2011 and 7 February 2012 at 30-second intervals. The liquid water path (LWP) and ice water path (IWP) retrieved from the Ka-band ARM zenith radar (KAZR) and the S-band dual-polarization Doppler radar (S-Pol) data by the PNNL combined remote sensor retrieval algorithm (COMBRET), and the surface precipitation rate from surface meteorological measurements were used in this study. Tropical Rainfall Measuring Mission (TRMM) 3B42v7 (Huffman et al. 2007) was used to evaluate precipitation over the IO domain. The resolution of TRMM 3B42v7 is 0.25° × 0.25° at 3-hour intervals. The daily mean 1.0° × 1.0° averaged values were mainly analyzed. The forecasts were also compared with an objective analysis from the European Center for Medium-range Weather Forecasting (ECMWF) Reanalysis (ERA)-interim (Dee et al. 2011) at a horizontal resolution of 1.0° × 1.0°.

3. Evaluation of the forecasts

In this section, convection and dynamical fields in the forecasts are assessed in comparison with observations and the objective analysis. In this study, time series spanning the entire IOP were created from week-long segments of the near real-time forecasts (Fig. 1b). We mainly present the time series of the average of the 1–3- or 1–7-day lead times. The former reflects a short time response of the convection and circulation to the initial fields, while the latter includes a certain part of intraseasonal variations (Nasuno 2013), although the constraints by the initial conditions are fairly strong throughout the week-long simulations. The “average of the 1–3-day lead time” for 10 October 2011 is defined as the average of the output of the 1-day lead time initialized on 10 October 2011, the output of the 2-day lead time initialized on 9 October 2011, and the output of the 3-day lead time initialized on 8 October 2011 (Fig. 1b). The averaged data on each simulation date were sequentially combined. Similarly, the time series of the 1–7-day lead time average was made from seven runs with the same valid date. The sequential data for the individual lead time (day) was created by combining the outputs of a particular lead time from all the forecasts (Fig. 1b). These datasets allow the assessment of the evolution during the entire IOP and the error growth with respect to the lead time. Without stated, the daily averages calculated from the 3-hourly mean (6-hourly snapshot) outputs for single-layer (multi-layer) variables are presented in this study.

3.1 Precipitation and water condensates

Figure 2 shows a time-longitude section of the equatorial surface precipitation in the NICAM fore-
casts (the average of the 1–7-day lead time; Fig. 2b) in comparison with TRMM 3B42v7 (Fig. 2a). Three intraseasonal episodes that traveled over the IO reaching the Maritime Continent are clearly visible in both the observation and forecasts. The first and second episodes that occurred in late October and November were identified as MJO events (hereafter referred to as MJO1 and MJO2, respectively) by the RMM Index (Wheeler and Hendon 2004). Based on the intraseasonal (20–80 day period) outgoing longwave radiation (OLR) anomalies over the equatorial IO domain (60°E–10°S, 10°S–10°N), Nasuno et al. (2015) defined the onset date (preconditioning period) of MJO1 and MJO2 as 18 (9–17) October and 18 (10–17) November, respectively. The simulation also captured the loose convective organization associated with the initiation of the MJO events (middle October, middle November, and early December) over the western IO (50°E–70°E). Sharp eastward-propagating signals, with a time scale of a few days over the central IO that appeared in the latter period of the MJO episodes, were marginally simulated (e.g., A, B, C, and D in Figs. 2a, b), although the sharpness was reduced by averaging the seven runs. These results suggest the usefulness of the model outputs for the analysis of convective processes in these MJO events.

One of the interests of using a nonhydrostatic model with explicit moist physics is the diagnosis of water condensates. Figure 3 compares the column integrated water condensates in ERA-interim and NICAM, in the latitude ranges including the northern (Figs. 3a, b) and southern (Figs. 3c, d) sounding array (NSA and SSA, respectively). In the northern hemisphere, condensates were formed with good correspondence to the MJO signals in precipitation (Figs. 2, 3a, b), including those over the western IO during the preconditioning period.
periods. In the southern hemisphere, condensates were more persistently formed with less obvious intraseasonal variations and eastward propagation. Such a meridional contrast was a prominent feature during the CINDY2011/DYNAMO IOP (Y13; Gottschalck et al. 2013; Johnson and Ciesielski 2013), and can be clearly seen in both datasets. Quantitatively, a greater amount of condensates (approximately double that in ERA-interim) were created in the NICAM forecasts. This is partly attributable to a common bias of NICAM related to cloud microphysics modeling (Roh and Satoh 2014; Satoh et al. 2010; Kodama et al. 2012) and partly to the uncertainty in ERA-interim. Evaluations using the field data are presented later in this section.

Horizontal distributions of the IOP mean daily precipitation in TRMM 3B42v7 and the NICAM forecasts are compared in Fig. 4, together with those of the standard deviation. A peak precipitation zone to the south of the Equator (Fig. 4a) corresponded to the intertropical convergence zone (ITCZ) (Johnson and Ciesielski 2013; Y13). The standard deviation was high along the ITCZ and to the east of NSA (Fig. 4c). These aspects were reasonably simulated in the NICAM forecasts but with an excessive amount of precipitation (Figs. 4b, d). The excessive precipitation in the northeastern IO tended to form a northern hemisphere ITCZ. This tendency is also found in the mean bias (Fig. S1a) and may be related to the easterly bias there (Fig. S1b) through moisture advection from the Maritime Continent.

Frequency distributions of precipitation intensity (1.0-degree gridded daily mean values) in TRMM 3B42v7, the NICAM forecasts, and ERA-interim are compared in Fig. 5a. The frequencies were normalized by the number of precipitating grids (> 5 mm day\(^{-1}\)) sampled from the IO domain (60–90°E, 10°N–10°S) for the IOP (123 days; 123 × 7 days for the NICAM forecasts) in each dataset (Table 1). In the NICAM forecasts, the occurrences of moderate precipitation (5–40 mm day\(^{-1}\)) were insufficient, while those of intense precipitation (> 40 mm day\(^{-1}\)), as well as the number of precipitation-free grid points, were excessive in comparison with TRMM 3B42v7 (Fig. 5a, Table 1). This indicates that the overprediction of the mean precipitation amount (Figs. 4a, b) was due to the frequent occurrence of strong precipitation episodes. In contrast, ERA-interim (Fig. 5a, blue) had the opposite bias to the NICAM forecasts. This may be due to the different treatment of moist convection with different model resolutions. Figures 5b–d compare the precipitation, LWP, and IWP measured

![Fig. 4. Horizontal distribution of the (a) TRMM 3B42v7 and (b) NICAM simulations. The boxes indicate the analysis domain in Figs. 5, 6, 7, and 10–15. Triangles indicate the sounding sites (square: Gan Island).](image-url)
at Gan Island (CombRet) with those in the NICAM forecasts. The CombRet data (30-second intervals) were temporally averaged for comparison with 3-hourly forecast outputs. To reduce the influence of mismatches between local convection in the model and observations, data for the nearest grid point to Gan Island and the surrounding 48 grid points (grid spacing was approximately 14 km) in all forecasts were used. Thus, the number of samples in CombRet and the NICAM forecasts were 961 and 961 × 7 (days) × 49 (grid points), respectively. For the frequency of water condensates (IWP and LWP), values exceeding 0.005 kg m$^{-2}$ were counted and normalized by the total count of the respective variable in each dataset. The frequency distributions in precipitation agreed well in the range between 20 and 200 mm day$^{-1}$ (Fig. 5).

### Table 1. Number of 1.0-degree daily precipitating grids (>5 mm day$^{-1}$) in TRMM 3B42v7, NICAM forecasts, and ERA-interim, sampled from the (60°–90°E, 10°S–10°N) domain for 1 October 2011–31 January 2012. The ratio of the precipitating grids to the total number of grids is given in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>TRMM 3B42v7</th>
<th>NICAM 1-day</th>
<th>NICAM 2-day</th>
<th>NICAM 3-day</th>
<th>NICAM 4-day</th>
<th>NICAM 5-day</th>
<th>NICAM 6-day</th>
<th>NICAM 7-day</th>
<th>ERA-interim</th>
</tr>
</thead>
<tbody>
<tr>
<td>number</td>
<td>25261 (0.315)</td>
<td>7175 (0.090)</td>
<td>14765 (0.184)</td>
<td>13048 (0.162)</td>
<td>14493 (0.181)</td>
<td>13953 (0.174)</td>
<td>13996 (0.175)</td>
<td>12368 (0.154)</td>
<td>45638 (0.570)</td>
</tr>
</tbody>
</table>

Fig. 5. (a) Frequencies of 1.0-degree gridded daily precipitation for the IOP in TRMM 3B42v7 (black), ERA-interim (blue), and the NICAM forecasts (red), normalized by the number of precipitating grids (>5 mm day$^{-1}$) in the (60°–90°E, 10°S–10°N) domain for each case (Table 1). The bin width is 20 mm day$^{-1}$. (b) Same as (a), but for the frequencies in CombRet (black) and the NICAM simulations (red lines). Frequencies of the daily mean (c) liquid water path (LWP) and (d) ice water path (IWP) in CombRet (black) and the NICAM forecasts (red), with bin widths of 0.3 and 0.1 kg m$^{-2}$, respectively. The frequencies are normalized by the total occurrences of >0.005 kg m$^{-2}$ in (c) and (d). The simulation data in (b)–(d) are sampled from seven runs on each simulation date at the nearest grid and the 48 neighboring grids.
5b). Intense precipitation (> 200 mm day\(^{-1}\)) occurred approximately three times more frequently in NICAM than in CombRet data. In contrast, lower amounts of water condensates (LWP and IWP) were apparent in the simulations than in the observations (Figs. 5c, d). This implies greater fractions of thin water paths to the total amount in the model. Here, attention should be paid to the fact that Gan Island was located in the minimum zone of mean precipitation along the Equator (Figs. 4a, b). The factors responsible for the larger amount of water condensates in the NICAM forecasts than in ERA-interim over the broad domain (Fig. 3) are discussed in Section 4.

3.2 Time series over the SA

a. Precipitation

Temporal variation of the precipitation over the NSA, SSA and the IO domain were evaluated in comparison with TRMM 3B42v7 and the ERA-interim (Fig. 6). The time series of the average of the earlier (1–3-day) lead time (Figs. 6a, d, g) and all (1–7-day) lead time (Figs. 6b, e, h) were examined. Generally, the contrast between the active and suppressed period of the MJO events was more clearly simulated in the NICAM forecasts than in ERA-interim (Figs. 6c, f, i). The difference was more notable over the NSA (Figs. 6a–c), where the MJO signals were prominent, than over the SSA, where precipitation was more continuous with high-frequency fluctuations in the ITCZ (Figs. 4a–d, 6d–f). As expected, the 1–3-day lead time average outperformed its 1–7-day counterpart in simulating the peak amount of precipitation, especially over the NSA. Both the NICAM forecasts and ERA-interim indicated a relatively good agreement with the TRMM observations for the IO domain (Figs. 6g–i) but with an overprediction in the preconditioning period of the MJO (marked by the gray bars at the bottom of the panel). Johnson et al. (2015) reported that the budget-derived precipitation based on the radiosonde observations exceeded the TRMM 3B42v7 precipitation during the CINDY2011/DYNAMO IOP, especially over the SSA, where light and moderate precipitation were more frequent. They argued that the difference between the precipitation estimates was attributable to the insufficient sampling of the shallow precipitation in the TRMM 3B42 product (Xu and Rutledge 2014). This can be also related to the overprediction of precipitation in the NICAM forecasts and ERA-interim during the preconditioning period (Fig. 6). The lower variability of precipitation in ERA-interim than in NICAM may be partly due to the systematic bias of the excessively strong cloud radiative feedback in ERA-interim (Yokoi 2015).

The temporal correlation of the simulated precipitation with TRMM 3B42v7 (cf. Fig. 6), and the area mean precipitation amount are presented in Fig. 7, as a function of lead time. The precipitation amount (Fig. 7a) increased rapidly during the initial two days (i.e., initial shock) and gradually decreased afterward. This behavior was attributable to the lack of an initialization procedure (i.e., data assimilation) to adjust the initial data (from objective analysis; Section 2) to the model balanced state. The precipitation amount exceeded that in TRMM 3B42v7 by 10–30 % after the 1-day lead time. ERA-interim also had a tendency to produce excessive precipitation (by 10–20 %).

The temporal correlation coefficient for the IOP (Fig. 7b) was calculated using the sequential data for each lead time day (Fig. 1b), where the mean bias for each time series (Fig. 7a) was removed. The correlation coefficient retained around 0.8 (0.7) over the equatorial IO domain (60°–90°E, 10°S–10°N) for the 1–3-day (1–7-day) lead time, although it dropped to around 0.5 over the SSA by the 3-day lead time. A lower score over the SSA than the NSA was also found in ERA-interim, as expected from Fig. 6. These results suggest that the higher predictability over the IO domain and the NSA was due to the presence of pronounced intraseasonal variability, whereas the SSA was characterized by the coexistence of various disturbances with a range of space-time scales (see Figs. 3, 4), as well as the uncertainty in the satellite product mentioned above.

b. Sounding

Simulated dynamical and thermodynamical fields were evaluated in comparison with the radiosonde observations at Gan Island. Figure 8 shows the time series of daily-mean zonal wind and water vapor anomalies in the field data and in NICAM on the nearest 1.0°-gridded point. The 1–3- and 1–7-day lead time averages were examined. It is evident that the three intraseasonal events were marked by drastic changes in zonal wind and moisture fields in both the observation and forecasts (Figs. 8a–c). Moistening in the lower to middle troposphere took place during the preconditioning to active periods in the presence of low-level easterly (negative) anomalies, and a stepwise deepening of moisture (e.g., Johnson and Ciesielski 2013, Y13) was evident (e.g., preconditioning periods in Figs. 8d–f). At the peak height of the moisture anomalies, the easterly vertical shear strengthened rapidly due to the intensification of lower-level westerlies (the so-called westerly wind
Fig. 6. Time series of daily precipitation averaged in (a)–(c) northern sounding array (NSA: 73–80°E, 0–5.5°N), (d)–(f) southern sounding array (SSA: 73–80°E, 0–7.5°S), and (g)–(i) Indian Ocean domain (60–90°E, 10°S–10°N) in the NICAM forecasts (black) for (a) (d) (g) 1–3-day and (b) (e) (h) 1–7-day lead time average, and (c) (f) (i) ERA-interim (black) in comparison with TRMM 3B42v7 (gray). The gray and black bars at the bottom indicate the preconditioning and active periods of the MJO events.
Fig. 7. (a) The area mean precipitation in the NICAM forecasts normalized by that in TRMM 3B42v7 for the IOP and (b) temporal correlation coefficients of precipitation between TRMM 3B42v7 and the NICAM forecasts, as a function of lead time. Averages over the IOP; SSA (blue), NSA (red), equatorial Indian Ocean (60–90°E, 10°S–10°N) regions are drawn. The corresponding values for the ERA-interim are indicated by dashed lines.

Fig. 8. Time-height section of daily mean (a)–(c) zonal wind and (d)–(f) water vapor anomalies in (a) (d) sounding data at Gan Island (73°E, 0.7°S) and in the NICAM simulations for (b) (e) 1–3-day and (c) (f) 1–7-day lead time average. The gray and black bars at the bottom indicate the preconditioning and active periods of the MJO events. In (d)–(f) anomalies from the IOP mean value in each time series are plotted.
burst) in conjunction with upper-level easterlies (e.g., active periods in Figs. 8a–c). These dynamical and thermodynamical signatures of the MJO were consistent with those of past MJO events (e.g., Kikuchi and Takayabu 2004; Kiladis et al. 2005). Embedded in these intraseasonal episodes, moistening events with a short time scale (< 5 days) were detected several times (e.g., middle October, late October, and late November). Quantitatively, westerlies in the lower troposphere were generally weaker in the forecasts than in the radiosonde data. The results for the 1–7-day lead time were overall comparable to those for the 1–3-day lead time, except for some reduction in the short time scale variability (due to a flattening by the ensemble average).

The biases in the IOP mean sounding (forecast minus observation) and root mean square differences are shown in Fig. 9, in a similar manner as those for the ECMWF operational analysis (Ciesielski et al. 2014b) and ERA-interim (Nasuno et al. 2015). As expected from Figs. 8a–c, easterly biases were found below 600 hPa (Fig. 9c). This bias was similar to that in ERA-interim (cf. Fig. 2 of Nasuno et al. 2015) but with approximately twice the magnitude in the NICAM forecasts. Meridional velocity showed no significant mean bias, with root mean square errors in the same magnitude (~ 2 m s⁻¹) as those in zonal velocity (Fig. 9d). Near the surface, cool (~ 1 K below 800 hPa) and dry biases (0.5 g kg⁻¹ below 900 hPa) were found (Figs. 9a, b). These were again similar to ERA-interim with approximately twice the magnitude in NICAM forecasts. In the lower to middle troposphere, warm (~ 1 K) and dry (1 g kg⁻¹) biases developed. The above results indicate that convectively unfavorable conditions generally more prevailed in the forecasts than in the real atmosphere, which may be relevant to the manifestation of very intense local precipitation surrounded by a broad precipitation-free domain (Fig. 5a, Table 1). The biases at Gan Island mentioned above were possibly associated with dynamical responses to the excessive convective activity along the ITCZ to the south of the Equator, such as compensating subsidence, and excitation of a Kelvin–Rossby wave pattern (Fig. S1).

3.3 Moisture budgets

The forecast data using a global nonhydrostatic model with explicit representation of moist convection at relatively high resolution allows an estimation of the effects of local-scale high-frequency variability on the mean state and the MJO. In this subsection, moisture budget diagnoses using the forecast outputs are demonstrated. The moisture tendency equation is:

\[
\frac{\partial q}{\partial t} = -\nabla \cdot q - w \frac{\partial q}{\partial z} - C + E + S_v,
\]

Fig. 9. The IOP mean sounding biases at Gan Island (73°E, 0.7°S) in (a) temperature, (b) specific humidity, (c) zonal and (d) meridional wind. The NICAM simulations minus observations at 1–3-day (black), and 1–7-day (red) lead time averages (solid lines) and root mean square differences (dashed lines) are plotted.
where \( q, V, w, \nabla, \) and \( t \) are the water vapor content, horizontal and vertical velocities, horizontal gradient operator, and time, respectively. \( C \) and \( E \) are the rate of condensation and evaporation of condensates, respectively. \( S_q \) denotes the sum of other source terms, including turbulent mixing, surface fluxes, and any other numerical effects. To quantify the MJO-related variations and high-frequency effects, the moisture budgets were calculated by separating a variable \( X \) into the 7-day-mean value (within each 7-day forecast in NICAM and a moving average in ERA-interim\(^1\)) and the deviation from it \( (X = \bar{X} + X') \). The 7-day averaging serves as a low-frequency filter retaining variability with longer than approximately a two-week period (Appendix A). The moisture budgets for the 7-day-mean variables are:

\[
\begin{align*}
\frac{\partial \bar{q}}{\partial t} & = -\bar{V} \cdot \nabla \bar{q} - \bar{w} \frac{\partial \bar{q}}{\partial z} - \bar{V}' \cdot \nabla 'q' + w' \frac{\partial q'}{\partial z} + C + E + S_q, \\
\end{align*}
\]

where the overbar indicates a 7-day average. The advection and tendency terms in Eqs. (1) and (2) were computed using the 6-hourly snapshots and the 7-day mean of the 6-hourly snapshots, respectively. In analogy with the budget analysis using the field data (Johnson et al. 2015; Sobel et al. 2014), precipitation rate was diagnosed from the mass-weighted vertical integral of Eq. (1), and compared with the predicted precipitation rate. Figure 10 shows the mass-weighted vertical integral of \( C - E \) (Eq. 1) using \( q, V, w, \) and daily surface flux (major term of \( S_q \)) outputs, the vertical integral of the predicted condensation/evaporation rate (for the NICAM forecasts), and the predicted daily surface precipitation rate. The advection and tendency terms (6-hourly) were averaged for each forecast day (seven runs with different lead time were used for the NICAM forecasts) to meet the other terms. Time series of the budget-derived precipitation well meets that of the predicted precipitation with a much smaller difference in comparison with the biases against TRMM 3B42v7 (Figs. 6h, i). Quantitatively, the root mean square differences between the budget-derived and predicted precipitation for the IOP were 1.3 (0.77) and 0.72 mm day\(^{-1}\) in the NICAM forecasts (estimates from condensation/evaporation rate) and ERA-interim, respectively. The magnitude of the difference between the budget-derived and predicted precipitation in ERA-interim was comparable to the analysis increment (Yokoi 2015). The larger difference for the NICAM forecasts is attributable to the use of the 6-hourly snapshots, omission of the latent heat of fusion, inaccuracy in the tendency term at the start and end of each simulation, and so on. In the following budget analysis, we focus on the period-mean aspects

---

**Fig. 10.** (a) (b) Same as in Fig. 6 (h) (i), except for the daily precipitation rate which was diagnosed from an apparent moisture sink in Eq. (1) (red), and the predicted precipitation rate (black). The precipitation rate diagnosed from the latent heating rate associated with cloud microphysics (blue) is also plotted in (a). The gray and black bars at the bottom indicate the preconditioning and active periods of the MJO events.

---

\(^1\)The budgets were computed in pressure vertical coordinates for ERA-interim.
and temporal evolution associated with the MJO.

The time-height section of the anomalous (a)–(f) terms of Eq. (2) in NICAM simulations and the period mean profiles averaged over the IO domain (60°–90°E, 10°N–10°S) are presented in Figs. 11, and 12, respectively (the corresponding time-height sections of vertical velocity and moisture are given in Fig. S2). Temporal variations, with an intraseasonal time scale, are evident in Fig. 11. Deep vertical advective moistening (Fig. 11a), which nearly compensated for the moisture sink (Figs. 11e, f) was pronounced in the active phase of the intraseasonal episodes, in agreement with previous observational findings (Yanai et al. 1973; Johnson and Ciesielski 2013). The active phase was preceded (followed) by moistening (drying) by horizontal advection (Fig. 11b). The moistening due to horizontal advection peaked in the middle troposphere, in good correspondence with the net tendency (Fig. 11c). Similar results were obtained for the CINDY2011/DYNAMO IOP using the field data (Johnson and Ciesielski 2013; Johnson et al. 2015), objective analyses (Li et al. 2015; Nasuno et al. 2015; Sobel et al. 2014; Tseng et al. 2015), and simulation data (Hagos et al. 2014b; Hannah and Maloney 2014; Wang et al. 2015). The role of the horizontal advection of the dry air from the subtropics in suppressing convection in the western part of the MJO convection and in pushing the eastward migration of the convective envelope (e.g., Fig. 11b) was argued in previous studies (Maloney and Hartmann 1998; Sugiyama 2009; Maloney 2009; Kim et al. 2014), and in the CINDY2011/DYNAMO publications (Sobel et al. 2014; Kerns and Shen 2014a; b; Yokoi and Sobel 2015). The high-frequency effects (i.e., nonlinear transport of moisture associated with high-frequency variability) were quantified as the difference between the 6-hourly (unfiltered) advection terms and those from the 7-day-mean (low-pass filtered) values, averaged within each 7-day forecast (Fig. 11d). The moistening in the lower to middle troposphere was enhanced in the preconditioning period, whereas the moistening (drying) in the upper (lower) troposphere, indicating the vertical transport of moisture, was pronounced in the mature phase of the intraseasonal episodes. The high-frequency moisture transport is also confirmed in the difference between Figs. 11e and 11f. It is noteworthy that in the preconditioning period, both the 7-day-mean and high-frequency transport enhance moistening in the lower to middle troposphere.

The period-mean profiles of the 6-hourly (snapshot) and 7-day-mean diagnoses in the NICAM simulations were compared with those in ERA-interim (Fig. 12).

The advection terms using the 7-day-mean values show moistening (drying) by vertical (horizontal) advection, which peaked in the lower to middle troposphere for both datasets with comparable magnitudes. In contrast, the 6-hourly diagnoses were very different. In NICAM simulations, top-heavy moistening by vertical advection and middle to lower tropospheric moistening by horizontal advection were apparent, whereas in ERA-interim, the 6-hourly diagnosis was closely similar to the 7-day-mean diagnosis. Such a diverse representation of the high-frequency transport of moisture may be attributable to the differences in the treatment of convection and vertical motion between the models, as well as the horizontal resolution2. For example, Fig. 13a shows the mean standard deviation of the 6-hourly temperature and moisture (i.e., magnitude of $T'$ and $q'$) in each forecast (normalized by the IOP mean values), and Fig. 13b shows the same for vertical velocity (i.e., magnitude of $v'$) together with the IOP mean values, in the NICAM simulations and in ERA-interim. Obviously, the magnitude of the high-frequency variability is more significant in the NICAM forecasts than in ERA-interim. Further discussion is given later in this section.

The thermal and moisture balance was also evaluated in analogy with the apparent heat source, $Q_1$ and apparent moisture sink, $Q_2$ (Yanai et al. 1973). The budget equations for the dry static energy $s = c_pT + gz$ ($c_p$ is the specific heat of dry air at constant pressure, $T$ is temperature, $g$ is acceleration due to gravity, and $z$ is height) for the 6-hourly and the 7-day-mean variables are:

$$\frac{\partial s}{\partial t} = -\mathbf{V} \cdot \nabla s - w \frac{\partial s}{\partial z} + L(C - E) + S_i + Q_k,$$

and

$$\frac{\partial \bar{s}}{\partial t} = -\mathbf{\bar{V}} \cdot \nabla \bar{s} - \overline{w \frac{\partial s}{\partial z}} - \left(\mathbf{V} \cdot \nabla \bar{s} + \mathbf{w} \frac{\partial \bar{s}}{\partial z}\right)$$

$$+ L(\bar{C} - \bar{E}) + \bar{S}_i + \bar{Q}_k,$$

where $L$ is the latent heat of water, $Q_k$ is radiative heating, and $S_i$ denotes the sum of other source terms, including turbulent mixing, surface fluxes, and any other numerical effects. In this paper, we refer to the residual terms of Eqs. (1)–(4) as:

\[\text{Data assimilation in ERA-interim may also lead to smoother temporal variation than in the NICAM simulations.}\]
Fig. 11. Time-height section of anomalous (a) vertical advection, (b) horizontal advection, (c) total tendency ($\partial q/\partial t$), (d) high-frequency moisture advection, (e) moisture sink associated with cloud microphysics, and (f) apparent moisture sink derived from Eq. (2) in the NICAM simulations averaged in the (60–90°E, 10°N–10°S) domain. The anomalies from the period mean values are plotted. Each term was calculated using 7-day-mean variables, except for (d). The gray and black bars at the bottom indicate the preconditioning and active periods of the MJO events.
\[ Q_{s \text{(6 hourly)}} = \frac{\partial s}{\partial t} + V \cdot \nabla s + w \frac{\partial s}{\partial z} \equiv L(C - E) + S_s + Q_s, \]  
\[ Q_{s \text{(7 day)}} = -L \left( \frac{\partial s}{\partial t} + V \cdot \nabla s + w \frac{\partial s}{\partial z} \right) \equiv L(C - E) - LS_s. \]  
\[ Q_{q \text{(6 hourly)}} = -L \left( \frac{\partial q}{\partial t} + V \cdot \nabla q + w \frac{\partial q}{\partial z} \right) \equiv L(C - E) - LQ_q. \]  
\[ Q_{q \text{(7 day)}} = -L \left( \frac{\partial q}{\partial t} + V \cdot \nabla q + w \frac{\partial q}{\partial z} \right) \equiv L(C - E) - LQ_q. \]
Vertical profiles of Eqs. (5)–(8), averaged in the IO domain for October–December 2011, are presented in Fig. 14. $Q_1$ (7day) and $Q_2$ (7day) showed similar profiles to the observed $Q_1$ and $Q_2$ over the SSA (Johnson et al. 2015), with $Q_1$ peaking at the altitudes of 3–10 km (approximately 700–250 hPa) and $Q_2$ more weighted in the lower troposphere, both in the NICAM simulations and ERA-interim (Figs. 14a, c). In the observations, the difference between $Q_1$ and $Q_2$ represents the eddy transport of moist static energy ($h = s + Lq$) plus $Q_R$. In the NICAM simulations $Q_1$ (6hourly) and $Q_2$ (6hourly) were nearly comparable above an altitude of 5 km, indicating that the moist static energy transport was primarily represented by grid-resolved processes. The relatively larger $Q_2$ (6hourly)–$Q_2$ (7day) compared with $Q_1$ (6hourly)–$Q_1$ (7day) means that the latent heat energy transport accounted for the major part of the high-frequency (eddy) transport. The energy balance mentioned above was essentially led by the vertical advection terms (Figs. 14b, d), suggesting that the weak temperature gradient approximation (Sobel et al. 2001) was well

![Fig. 14. Vertical profiles of (a) (c) apparent heat source $Q_1$ (gray) and apparent moisture sink $Q_2$ (black), vertical advection of (b) (d) dry static energy ($w \partial s / \partial z$; gray) and moisture ($-Lw \partial q / \partial z$; black) for 6-hourly (dashed lines) and 7-day-mean (solid lines) variables in (a) (b) the NICAM simulations and (c) (d) ERA-interim, averaged in the (60°–90°E, 10°S–10°N) domain for the period of October–December 2011.](image)
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1 In the observational studies an overbar usually represents spatial average.

4 Below the 0°C level, subgrid-scale turbulence and its nonlinear interaction with cloud microphysics were pronounced.
established. In contrast to the predominance of grid-resolved advection of latent heat energy in the NICAM simulations (Figs. 14a, b), the small differences between the 6-hourly and the 7-day-mean diagnoses in ERA-interim indicate that the subgrid-scale processes (e.g., convection scheme) mostly accounted for the eddy transport of moist static energy [i.e., $Q_1$ (7day) − $Q_4$ (7day)] (Figs. 14c, d).

It is noteworthy that the vertical transport of moisture by the high-frequency variation was much more significant than that of the dry static energy transport even in the NICAM simulations (Fig. 14b). This is owing to the larger magnitude of moisture fluctuation than the temperature fluctuation by approximately two orders (Fig. 13), reflecting the persistence of moisture deviation against the temperature deviation, the latter of which tends to be quickly adjusted through gravity wave emanation.

Chikira (2014) introduced the parameter $\alpha = -L(\partial q/\partial z)/(\partial z/\partial z)$ to assess the physical processes in the MJO simulated in a coupled GCM under weak temperature gradient, paying special attention to its vertical profile. In Chikira’s (2014) concept, $\alpha > 1$ indicates that vertical moisture advection driven by a thermal forcing (e.g., diabatic heating) is larger than the moisture consumption, leading to destabilization of the atmosphere. Figure 15 shows the time mean profiles of $\alpha$ and their temporal variations in the NICAM simulations and ERA-interim, calculated using the 7-day-mean variables [cf. Chikira (2014) used the low-pass filtered (> 20-day period) variables to calculate the $\alpha$ associated with the MJO]. The time mean profiles exhibited destabilization (stabilization) below (above) an altitude of 4 km in both NICAM and ERA-interim, which agreed with the findings of Chikira (2014) based on the diagnosis of GCM simulations and reanalysis. Interestingly, $\alpha$ in the lower troposphere ($z < 3$ km) in the model was greater than that in ERA-interim, which is common to the analysis by Chikira (2014), despite the substantial difference in the model framework. A time series of the $\alpha$ profile (normalized by the period mean profile) clearly showed a typical structure associated with the MJO and the intraseasonal events. In general, a higher value of $\alpha$ was located in the lower troposphere during the suppressed periods. It extended into the middle troposphere in the preconditioning periods, and peaked in the upper troposphere during the active periods. The structural change was common in the NICAM simulations and ERA-interim, which was supportive of the arguments made by Chikira (2014). It is likely that the bottom-heavy $\alpha$ profile facilitated the growth of the MJO through a continuous destabilization in the lower troposphere under weak temperature gradient balance.

4. Discussion

The evaluations of precipitation, atmospheric sounding, moisture and dry static energy budgets, and $\alpha$ in Section 3 demonstrated that overall the week-long NICAM forecasts fairly simulated the evolution of the MJO and intraseasonal events, such as the sharp contrast of precipitation between the active and suppressed period (Fig. 6), gradual deepening of moisture (Figs. 8, 11), and the corresponding variation of the $\alpha$ profile for the 7-day-mean fields (Fig. 15). These were consistent with the evaluations based on the MJO skill score (Nasuno 2013). At the same time, systematic biases were revealed in the mean and statistical properties of precipitation and atmospheric soundings (Figs. 4, 5, 7, 9), as well as distinctive features in the moisture and dry static energy budgets (Figs. 12, 14). In this section, we discuss the linkage among these aspects, which may lead to a better understanding and improvement of the model, and in particular of model physics.

The overprediction of the precipitation amount in the 1.0-degree interpolated daily mean precipitation (Figs. 4–6) in the model is likely due to the excessive occurrence of very intense (> 40 mm day$^{-1}$) precipitation associated with local vigorous convection with a short time scale (< 12 hours). The top-heavy profile of the vertical moisture advection (latent heat release) from the 6-hourly outputs that nearly match the adiabatic process (Figs. 12, 14) accounted for the large amount of condensation in the upper troposphere. Convective updrafts tend to induce subsidence (or suppression of upward motion) in the surrounding domain. Figure 16 shows the IOP mean profiles of vertical velocity, temperature, and moisture in the IO domain in the NICAM simulations and ERA-interim. The positive anomaly in the upward motion was evident in the upper troposphere, where the areal coverage of in-cloud upward motion is large (Nasuno and Satoh 2011). The upward motion was slightly weaker in the middle troposphere in the NICAM simulations than in ERA-interim, with a warmer and drier condition in $z = 2$–10 km. These suggest that in the NICAM forecasts, (1) rapid removal of the uplifted moisture as condensates (Fig. 3) and intense precipitation (Figs. 4, 5, 7) without remaining in the free atmosphere, as well as (2) suppression of upward transport of moisture and reduced adiabatic cooling in a broad domain surrounding the convective updrafts, were responsible for the mean warm and dry biases in the lower troposphere.
middle troposphere (Figs. 9a, b, 16). Considering that high-frequency or subgrid-scale effects are difficult to validate with the existing observational data, the convective behavior in the NICAM simulations should not entirely be erroneous. In fact, the biases in precipitation and water condensates (LWP and IWP) in comparison with the field measurement at Gan Island (Figs. 5b–d) were not as serious as the biases expected from the comparisons with TRMM 3B42v7 and ERA-interim (Figs. 3, 5a).

The 7-day-mean diagnoses of moisture advection, $Q_1$ (7day), $Q_2$ (7day), and $\alpha$ in the NICAM simulations (Figs. 12, 14, 15) represented the major aspects of those associated with the MJO reasonably well (e.g., Jonson et al. 2015, 2016; Chikira 2014). In particular, bottom-heavy moistening, which facilitates long-lasting moisture accumulation in the lower troposphere to provide favorable conditions for large-scale convective organization (Figs. 11a, 15), was highlighted. In this context, the large amount of upward transport of moisture by grid-resolved convection in a short time scale in the NICAM simulations tended to hinder the growth of the MJO during the developing to mature phases; the anomalous low-level moistening prevailed during these phases in the 7-day-mean diagnosis (Fig. 11a), whereas the high-frequency upward transport of moisture tended to dry out the lower troposphere (Fig. 11d). Meanwhile, in the suppressed to preconditioning phases of the MJO, the horizontal transport of moisture by the high-frequency variability played an important role in moistening the lower to middle troposphere. The above considerations imply that the relatively weak convective signal associated with the MJO in the NICAM simulations (Nasuno 2013; Kodama et al. 2015; Kikuchi et al. 2017a) can be related to the overdevelopment of the grid-scale convection in the model.

5. Summary and outlook

The evolution of convection and dynamical fields simulated in the near real-time forecasts during the CINDY2011/DYNAMO campaign was evaluated in comparison with a satellite product (TRMM 3B42v7), field measurements (soundings, precipitation, water paths), and an objective analysis (ERA-interim). Week-long forecasts were conducted on a daily basis throughout the IOP using a global nonhydrostatic model (NICAM) with explicit moist processes. A regionally stretched grid system centered on (80°E, 8°S) was employed, with horizontal grid sizes of 14–56

Fig. 15. (a) Vertical profiles of $\alpha = -L \frac{\partial q}{\partial z}/(\partial s/\partial z)$ for the 7-day-mean variables in the NICAM simulations (solid lines) and ERA-interim (dashed lines) averaged in the (60–90°E, 10°S–10°N) domain for the period of October–December 2011. Time-height section of anomalous $\alpha$ from the period mean values in (b) the NICAM simulations and (c) ERA-interim.
km that marginally resolved mesoscale convective systems over the tropical IO.

The daily precipitation time series of the forecasts captured the convective initiation, development, and eastward propagation of the MJO and intraseasonal episodes. The quantitative evaluation of the area-averaged precipitation revealed that the temporal correlation between satellite observation and forecasts was no less than 0.7 for the week-long forecasts over the IO domain (60–90°E, 10°N–10°S). The correlation was higher over the NSA than the SSA, suggesting a better performance in the presence of a clearer intraseasonal variation. The model showed systematic biases including an initial shock during the first two days because of a rough initialization procedure in the current system. On average, the precipitation amount was overpredicted by 30% compared to TRMM 3B42v7 in the week-long forecasts. Compared with ERA-interim, the contrast between the active and inactive phases of the intraseasonal events was more sharply simulated, which could be attributed to the explicit treatment of convection in NICAM, where precipitation and latent heat release were not allowed until a model grid was fully saturated. This was also relevant to the excessive (modest) occurrences of strong (> 40 mm day$^{-1}$) precipitation and underprediction (overprediction) of weak precipitation in the NICAM forecasts (ERA-interim) against satellite observations. These suggest that the excessive occurrence of very strong precipitation events was the major source of the overprediction of the total precipitation amount, and it was more prominent in the ITCZ to the south of the Equator than in the convection associated with the MJO. The biases were less obvious in the assessment using the field measurements at Gan Island.

The evaluation of atmospheric sounding data at Gan Island revealed mean model biases of lower tropospheric weak westerlies (maximum ~ 2.0 m s$^{-1}$) and a deficit in temperature (1 K) and moisture (0.5 g kg$^{-1}$) near the surface. These biases were similar to those found in ERA-interim, but were twice the magnitude in the NICAM forecasts. As the lead time proceeded, dry (~ 1 g kg$^{-1}$) and warm (~ 1 K) biases developed in the free atmosphere, which corresponded to the precipitation biases. Despite these mean errors, temporal evolution of the moisture and zonal wind profiles including the MJO events were reasonably simulated.

The moisture budgets during the IOP were investigated using the forecast time series. Overall, moistening by vertical advection and the residual term (moisture sink) were nearly balanced with each other, and the active phases of the MJO events were preceded (followed) by anomalous moistening (drying) due to horizontal advection, which is consistent with the results obtained using the field data (e.g., Johnson et al. 2015) and an objective analysis (Nasuno et al. 2015).

To quantify the nonlinear effects of the high-frequency variability on the large-scale mean state and the MJO, moisture and dry static energy budget diagnoses were made with the 6-hourly snapshot and 7-day-mean outputs, respectively. In the 6-hourly diagnosis, the latent heat energy advection nearly matched the dry static energy advection, with a top-heavy profile. The high-frequency variability induced a substantial upward transport of moisture, which accounted for excessive condensation in the upper tro-
As a measure of the thermal and moisture balance in the simulated MJO, a parameter \( \alpha \) \( \left[ -L(\partial q/\partial z)/(\partial s/\partial z) ; \text{Chikira} (2014) \right] \) was diagnosed. The bottom-heavy profile of \( \alpha \) (\( \alpha > 1 \)), and its preference for the preconditioning phases of the MJO events were similar among the 7-day-mean diagnosis using the NICAM simulations, that using ERA-interim, and the Chikira's (2014) analysis. In summary, it is likely that the bottom-heavy profile of \( \alpha \) (or moistening) associated with the 7-day-mean (low-frequency) fields provided favorable conditions for a large-scale convective organization (e.g., the MJO) through the continuous destabilization in the lower troposphere under weak temperature gradient balance, while the excessive upward transport of moisture by high-frequency variability tended to hinder the growth of the MJO by drying out the lower troposphere. During the preconditioning phases, both the 7-day-mean (low-frequency) and high-frequency horizontal and vertical advections had a tendency to enhance the moistening in the lower to middle troposphere.
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Appendix A: Low-pass filtering by a running average

The amplitude of a sinusoidal signal \( \cos(2\pi t/T) \) with a period \( T \) after operating a running average for \( T_{\text{ave}} \) is written as \( \frac{1}{2\pi T_{\text{ave}}/T} \sqrt{2(1-\cos(2\pi T_{\text{ave}}/T))} \) at \( t = 0 \). Figure A1 shows the amplitude of the averaged signal as a function of \( T/T_{\text{ave}} \). The running average...
serves as a low-pass filter with a period approximately > 16 days (defined by the amplitude of 1/\sqrt{2}, which yields T/T_{ave} = 2.3 in Fig. A1).
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