A GRAPHICAL APPROACH TO THE PROBLEM OF LOCATING THE ORIGIN OF THE SYSTEM FAILURE
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Abstract This paper presents a way of formulating the problem of locating the origin of a system failure. A signed digraph is used for a mathematical model representing the influences among elements of the system, and the concept of a pattern on the signed digraph is introduced for representing a state of the system. The representations are quite rough and qualitative. The origin of a failure of the system can be located in terms of these concepts. It is further pointed out that, even when the pattern can be observed partially, the assumption of a single origin of the failure enables us to restrict the possible range of the origin to some extent.

1. Graphical Representation of a System and Its State

In recent years, graphical representations have been proved to be useful for modelling and analyzing various kinds of systems in many fields of science and engineering.

When a directed graph (or, for short, a digraph) is used as a mathematical model of a system, its nodes represent the elements of the system and its branches represent the immediate influences among the elements. In order to distinguish between positive and negative influences (for instance, between reinforcement and suppression), a signed digraph is defined formally as follows. As for the terminology and notation about graphs, we shall largely follow [1].

Definition 1. A signed digraph \( S \) is the composite concept \( (G, \psi) \) of
(i) a digraph \( G \) which is the quadruple \( (N, B, \Theta^+, \Theta^-) \) of
(a) a set of nodes \( N = \{n_1, n_2, \ldots, n_n\} \),
(b) a set of branches \( B = \{b_1, b_2, \ldots, b_n\} \),
(c) a couple of incidence relations \( \delta^+ : B \rightarrow N \) and \( \delta^- : B \rightarrow N \) which make each branch correspond to its initial node and its terminal node, respectively,

and

(ii) a function \( \psi : B \rightarrow \{+,-\} \), where \( \psi(b_k) (b_k \in B) \) is called the sign of branch \( b_k \).

Example 1. An illustrative example of a signed digraph: Let a branch with sign \( +(-) \) indicate the relation such that, if the value of the state variable represented by the initial node of the branch is greater than the normal value, the value of the state variable represented by the terminal node becomes greater (smaller) than the normal value. Then, the influences among the state variables of the water tank system of Fig. 1 are represented by the signed digraph of Fig. 2.

We shall assume that the state of the system is specified by whether the quantity associated with each element (to be called the state variable of the element) takes the "normal" value, is greater or smaller than it. The three states of the quantity are designated, respectively, as "0", "+" and "-". Thus, the state of the system is described by assigning any of the three symbols 0, + and - to each node of the signed digraph representing the structure of the system. Formally, the states may be defined in terms of "patterns" as follows.
Definition 2. A pattern on the signed digraph \( S = (G, \psi) \) is a function \( \omega : N \rightarrow \{+ , 0, - \} \). \( \omega(n_\alpha) (n_\alpha \in N) \) is called the sign of node \( n_\alpha \).

Example 2. In the water tank system of Fig. 1, a state of the system can be described by assigning the sign 0, +, or - to each node according as the value of the variable corresponding to the node lies within, above or below the prescribed interval of tolerance, respectively. If any node has a sign + or -, the system is in failure.

For a given signed digraph and an observed pattern on it, it is natural to consider that the manner of propagation of the failure is represented by the cause-effect graph (or, for short, the CE graph) defined as follows.

Definition 3. Given a pattern \( \omega \) on a signed digraph \( S = (G, \psi) \), a branch \( b_K \) is said to be consistent (with \( \omega \)) if \( \omega(\delta^+ b_K) \psi(b_K) \omega(\delta^- b_K) = + \), and a node \( n_\alpha \) is said to be valid if \( \omega(n_\alpha) \neq 0 \), where the operations on signs are defined as usual, i.e., we assume \( (+) \times (+) = (-) \times (-) = + \) and \( (+) \times (-) = (-) \times (+) = - \). The subgraph \( G^K \) of \( G \) which consists of all the valid nodes and all the consistent branches is called the CE graph for the pattern \( \omega \) on the signed digraph \( S \).

When the CE graph is decomposed into strongly connected components with the partial order among them [1], the system failure is reasonably thought to originate from among the elements in those components of the CE graph which are maximal with respect to the partial order. (The node set of a digraph is classified into equivalence classes with respect to the equivalence relation such that two nodes are equivalent, i.e. they belong to the same class, if and only if there is a directed path from any one of them to the other. A "strongly connected component" of the digraph is the subgraph consisting of all the nodes of an equivalence class and of all the branches whose end nodes both belong to the class. The relation, defined among the strongly connected components by the stipulation that a component is in the relation to another if and only if there is a directed path from a node of the former component to a node of the latter, is a partial order. There is at least one strongly connected component which is maximal with respect to this partial order.)

The CE graph can be considered to describe the way of propagation of the failure so long as the propagation is explicit on the pattern, i.e. there is no influence through a node with sign 0. Unfortunately, however, if the system has some controlled elements, it may happen that the failure propagates
through a node with sign 0, as is illustrated in the following example.

Example 3. For the water tank system of Fig. 3, the influences among the state variables are represented by the signed digraph of Fig. 4. In case the observed signs of the variables \((V_1, F_1, L, V_2, F_2, V_3, F_3)\) are \((+, +, 0, +, +, 0, +)\), the CE graph for this pattern would be a graph of Fig. 5(a) according to Definition 3. However, it is because the level controller suppresses the
tendency of the water level \(L\) becoming greater than it is normally, that \(L\) has a normal value. The actual influences in this case should be described by the digraph \(G_s^2\) of Fig. 5(b).
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In order to take account of the special roles of controllers and controlled elements, it is necessary to distinguish some elements of the system as controlled elements, and to extend the formal definitions of a signed digraph, a pattern and a CE graph as follows.

Definition 1'. A signed digraph \( S \) is the composite concept \((G, \psi, C, \eta)\) of

(i) a digraph \( G = (N, B, \delta^+, \delta^-) \),

(ii) a function \( \psi : B \rightarrow \{+, -, 0\} \),

and

(iii) a set of controlled nodes \( C = \{n_{\alpha_1}, n_{\alpha_2}, \ldots, n_{\alpha_l}\} \) (\( \subseteq N \)) to each of which

a set of control-information carrying branches \( \eta(n_{\alpha_i}) \) (\( \subseteq \delta^+ n_{\alpha_i} \)) (\( i = 1, \ldots, l \)) is associated, where \( \delta^+ n_{\alpha_i} \) denotes the set of branches whose

initial node is \( n_{\alpha_i} \).

Definition 2'. A pattern \( \omega \) on a signed digraph \( S \) is a function \( \psi : N \rightarrow \{+, 0, -, \emptyset, \omega\} \) such that \( \omega(N - C) \subseteq \{+, 0, -\} \).

Definition 3'. Given a pattern \( \omega \) on a signed digraph \( S \), a node is said to be valid if \( \omega(n_{\alpha}) \neq 0 \) and a branch \( b_K \) is said to be consistent if \( b_K \) satisfies one of the following five conditions (1) ~ (v):

1. \( \omega(\delta^+ b_K) = \pm, \omega(\delta^- b_K) = \pm, \) and \( \omega(\delta^+ b_K)\psi(b_K)\omega(\delta^- b_K) = \pm; \)
2. \( \omega(\delta^- b_K) = \emptyset \) and \( \omega(\delta^+ b_K)\psi(b_K) = \pm; \)
3. \( \omega(\delta^- b_K) = \emptyset \) and \( \omega(\delta^+ b_K)\psi(b_K) = \pm; \)
4. \( b_K \) is a control-information carrying branch, \( \omega(\delta^+ b_K) = \emptyset \) and \( \psi(b_K)\omega(\delta^- b_K) = \pm; \)
5. \( b_K \) is a control-information carrying branch, \( \omega(\delta^+ b_K) = \emptyset \) and \( \psi(b_K)\omega(\delta^- b_K) = \pm. \)

The subgraph \( G^* \) of \( G \) which consists of all the valid nodes and all the consistent branches is called the CE graph for the pattern \( \omega \) on the signed digraph \( S \).

In the above definition, sign \( \Phi(\omega) \) might intuitively be interpreted as representing "the state of a variable which would have sign \( +(-) \) without control but which is not seen abnormal due to the operation of control".
2. Formulation of the Problem of Locating the Origin of a System Failure

If the observed pattern is a failure pattern, i.e., if there are some nodes with nonzero signs, the CE graph for the pattern can be used to describe the structure of the chain of propagation of the failure, and the problem of locating the origin of the failure is reduced to that of finding the maximal strongly connected components of the CE graph.

However, it is usually the case that some of the signs of nodes cannot be measured or observed due to physical, technical and economical reasons, so that the set of nodes of the signed digraph should be partitioned into two subsets: one (to be denoted by $N_M$) consisting of observed nodes whose signs are measured or observed, and the other (i.e., $N - N_M$) consisting of unobserved nodes whose signs are not known.

A method which has been proposed to cope with this situation is found in [2]. By that method we eliminate unobserved nodes from $S$ beforehand and construct a signed digraph $S'$ whose nodes are all observed nodes and whose branches represent indirect influences transmitted through unobserved nodes in $S$. Then, $S'$ is regarded as the model of the system. Fig. 6 is an illustrative example of the elimination of unobserved nodes.

![Diagram](attachment://image.png)

Fig. 6. Example of the elimination of unobserved nodes (●: observed, ○: unobserved)

However, this method has obvious disadvantages. In fact, the two signed digraphs $S$ and $S'$ of Fig. 6 give different interpretations to a sign pattern on the observed nodes, e.g. to $\omega(n_7) = +$ ($i = 1, \ldots, 6$). Starting from $S$ we have $G*_{1,2}$ or $G*_{2}$ of Fig. 7 as the CE graph according as we assume $\omega(n_i) = +$ or $\omega(n_7) = -$, whereas from $S'$ we have $G*_{3}$. It is seen that this failure pattern has four or five independent origins on the basis of $S$ on the one hand, and on
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The other, it has three independent origins on the basis of $S'$. This evidences that the elimination of unobserved nodes generally results in loss of information, which might cause the essential structure of the problem to be missed. Moreover, since the elimination of nodes of a graph increases, in general, the number of branches, it is not suitable for the treatment of large graphs from the point of view of computational complexity.

![Graphs](image)

Fig. 7. CE graphs for a sign pattern on the signed digraphs of Fig. 6

Therefore, we shall propose to deal with the given signed digraph and a partial pattern on it (partial in the sense that signs are assigned only to part of the nodes) with no modification, and to restrict the possible locations of the origin of the failure as far as possible. In general, any pattern obtained from a given partial pattern by supplementing in an arbitrary way the signs of the nodes to which the signs are not a priori given, may possibly take place. However, we must exclude from consideration most of those patterns which would not reflect practical situation. In so doing, the following fundamental presumption seems to be natural and it indeed works very effectively.

Presumption of a single origin:

There is a single origin of the system failure.

The CE graph $G^*$ for the pattern corresponding to a system failure satisfying this presumption should be a rooted digraph, which is defined as follows.

Definition 4. We shall call a digraph $G = (N, B, b^+, b^-)$ a rooted digraph if $G$ has a node $m_\alpha$ such that to every node $m_\beta$ there is at least one directed path from $m_\alpha$. (It is well known that a rooted digraph is a graph having only one maximal strongly connected component.)

A "partial pattern" may be formally defined as follows.
Definition 5. Let \( S = (G, \psi) \) \((G = (N, B, \delta^+, \delta^-))\) be a signed digraph. A partial pattern on \( S \) with domain \( \tilde{N} \) is a set of signs of the nodes in \( \tilde{N} \), where \( \tilde{N} \) is a subset of the set \( N \) of nodes, i.e. it is a function \( \omega^* : \tilde{N} \rightarrow \{+, 0, -, \Phi, \Theta\} \). If \( \omega^* \) is a partial pattern with domain \( \tilde{N} \), an expanded pattern of \( \omega^* \) is a pattern \( \omega : N \rightarrow \{+, 0, -, \Phi, \Theta\} \) such that \( \omega|_{\tilde{N}} = \omega^* \).

Then the problem of locating the origin of a system failure under the presumption of a single origin is formulated mathematically as follows.

**Problem.** Given a signed digraph \( S \) and a partial pattern \( \omega^* \) with domain \( N_M \) of observed nodes, to enumerate the expanded patterns of \( \omega^* \) which make the corresponding CE graphs rooted.

3. An Algorithm for Locating the Origin of a Failure

The solution of the problem formulated in the preceding section may be found in principle by enumerating the CE graphs for all the \( 3^{|N - N_M|} \) possible expanded patterns and by testing whether each CE graph is rooted or not. However, such a primitive method would require a prohibitively long time if it were carried out on a computer, so that we have to devise a practically more efficient algorithm.

For that purpose, we consider a partition of the set \( N - N_M \) of unobserved nodes into two subsets: one being the set \( N_A \) of nodes whose signs are tentatively assumed (to be called assumed nodes), and the other being the set \( N_Y \) of nodes whose signs are not yet assumed (to be called non-assumed nodes).

We then consider, for the partial pattern with the set of observed nodes and assumed nodes as the domain, the quasi-CE graph consisting of all those branches which may belong to the CE graph for at least one of the expanded patterns.

Definition 6. Let \( S \) be a signed digraph and \( \omega^* : N_M \cup N_A \rightarrow \{+, 0, -, \Phi, \Theta\} \) be a partial pattern on \( S \) with the union of the set \( N_M \) of observed nodes and the set \( N_A \) of assumed nodes as the domain. A valid node is a node \( n_\alpha \in N_M \cup N_A \) with \( \omega^*(n_\alpha) = +, -, \Phi \) or \( \Theta \), and a semi-consistent branch is a branch which can be a consistent branch for at least one of the expanded patterns of \( \omega^* \), i.e. branch \( b_K \) is semi-consistent if \( b_K \) satisfies one of the following two
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conditions:
(i) \( \partial^+ b_k \in N_N' \) and/or \( \partial^- b_k \in N_N' \), and if either \( \partial^+ b_k \) or \( \partial^- b_k \in N_N \cup N_A \) then
it is valid;
(ii) \( \partial^+ b_k \in N_N \cup N_A \), \( \partial^- b_k \in N_N \cup N_A \) and \( b_k \) satisfies one of the conditions

(i) \( = \) (v) of Definition 3 in §1 with \( \omega \) in place of \( \omega \).

The subgraph \( \tilde{G} \) of \( G \) consisting of all the valid nodes and the non-assumed
nodes and of all the semi-consistent branches is called the quasi-CE graph for
partial pattern \( \omega \) on signed digraph \( S \).

Definition 7. Let \( \tilde{G} \) be a quasi-CE graph. An essential component of \( \tilde{G} \)
is a strongly connected component containing at least one valid node. An
unessential component of \( \tilde{G} \) is a strongly connected component consisting of non-
assumed nodes only.

The following theorem is almost evident but useful for developing a prac-
tical algorithm.

Theorem 1. Let \( S = (G, \psi) \) be a signed digraph and \( \tilde{G} \) be the quasi-CE graph
for a partial pattern \( \omega \) with the set of observed nodes and assumed nodes as
the domain. Furthermore, let \( G^k \) be the CE graph for an arbitrary expanded pat-
tern \( \omega \) of \( \omega \). Then, the number \( \tilde{m} \) of maximal essential components of \( \tilde{G} \) does not
exceed the number \( m^k \) of maximal strongly connected components of \( G^k \).

For the proof of Theorem 1, we may make use of the following two lemmas
which are easily proved.

Lemma 1. Every strongly connected component of a digraph remains to be
a component or is divided into several components if some of the branches are
removed (i.e. opened).

Lemma 2. Let \( G = (N, \mathcal{B}, \partial^+, \partial^-) \) be an acyclic digraph and \( N' \) a subset of
\( N \). If the set of branches from a node of \( N - N' \) to a node in \( N' \) is empty, i.e.
\( \{ b_k \mid b_k \in \mathcal{B}, \partial^- b_k \in N', \partial^+ b_k \in N - N' \} = \emptyset \), then there is at least one node of
\( N' \) which has no branch ending at it.

Proof of Theorem 1: If \( \tilde{m} = 0 \), the theorem holds. In case \( \tilde{m} \geq 1 \), let \( \Xi \)
be the set of all those nodes of any maximal essential component of \( \tilde{G} \) which are
valid in \( G^k \). By the definition of an essential component, \( \Xi \) is not empty, and
by the definition of a semi-consistent branch, expanding the pattern (i.e.
assigning new signs to nodes) does not give rise to new branches. Therefore, \( N \) is partitioned into strongly connected components of \( G^* \) by Lemma 1. Let the partition be \( N = N_1 \cup N_2 \cup \cdots \cup N_k \).

Now, let us consider the digraph \( G_0 \) which represents the partial order among the strongly connected components of \( G^* \). Then, there exists no branch connected to the nodes of \( G_0 \) corresponding to \( N_i \)'s \( (i = 1, \cdots, k) \) from the other nodes. Therefore, by Lemma 2, there is a node of \( G_0 \) corresponding to an \( N_i \) at which no branch ends. Since the strongly connected component of \( G^* \) corresponding to this node is maximal, we have proved that, for each maximal essential component of \( G \), there exist one or more strongly connected components of \( G^* \), which are obviously disjoint. Hence follows the theorem. Q.E.D.

Corollary 1. Let \( \tilde{m} \), \( G^* \) be the same as in Theorem 1. If \( \tilde{m} \geq 2 \), \( G^* \) is not a rooted digraph.

By means of this corollary we know that, if \( \tilde{m} \geq 2 \) for a partial pattern, none of the CE graphs for its expanded patterns can be a rooted digraph, without examining all the expanded patterns.

We shall propose an origin-locating algorithm using Corollary 1 combined with the depth-first search technique, as is outlined in the following.

**Origin-locating Algorithm:** To begin with, set \( N_A = \emptyset \). At each step of the iteration, two cases are possible.

Case A: The quasi-CE graph for the current partial pattern has two or more maximal essential components. In this case, we stop expanding the current partial pattern and examine the possibility of changing the assignment of a sign to one of the assumed nodes.

Case B: The number of maximal essential components of the quasi-CE graph for the current partial pattern equals one or zero. This case is further divided into two subcases.

Case B1: There are one or more non-assumed nodes. In this case we choose one of them to which we assign a sign.

Case B2: There is no non-assumed node. In this case we output the current partial pattern (which is a (nonpartial) pattern) and the CE graph for it, and then go over to the possibility of changing the assignment of a sign to one of the assumed nodes.

We repeat this process until all the possibilities are exhausted.
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1. Input $S$ and $\omega^*$
2. Pre-processing
3. Generate quasi-CE graph $\hat{G}$

4. Decompose $\hat{G}$ into strongly connected components and determine the partial order among them

5. Number of maximal essential components of $\hat{G}$?

6. Number of maximal unessential components of $\hat{G}$?

7. Assign the signs to the nodes $n_\alpha$ according to (ii) of Theorem 2; $P_\alpha + 0$

8. Do there remain non-assumed nodes?

9. Output

10. $C \not\ni n_\alpha$; $P_\alpha + 1$; $S_\alpha - 1$; Modify $\hat{G}$ (where $n_\alpha$ is any non-assumed node, in a maximal component if possible)

11. $(C \not\ni n_\alpha; P_\alpha + 0; S_\alpha + 0)$ for every node $n_\alpha$ in the maximal unessential components; Modify $\hat{G}$

12. $S_\alpha < 0$

13. $S_\alpha - 0$, $S_\alpha + 1$; Modify $\hat{G}$

14. $S_\alpha + 1$; Modify $\hat{G}$

15. $S_\alpha + 0$; Modify $\hat{G}$

Fig. 8. Outline of the algorithm for locating the origin of a system failure
Since, in an acyclic graph, a node at which no branch ends forms by itself a maximal strongly connected component, we readily have the following theorem (Theorem 2), which is useful for making the algorithm more efficient.

Theorem 2. Suppose that the quasi-CE graph \( \mathcal{G} \) for a partial pattern on a signed digraph has a single maximal essential component. Then, the following two conditions must be satisfied by any expanded pattern to make the corresponding CE graph \( \mathcal{G}^e \) a rooted digraph.

(i) Every node of any maximal unessential component of \( \mathcal{G} \) is assigned sign 0 in the expanded pattern.

(ii) For a strongly connected component of \( \mathcal{G} \), if there is only one branch \( b_k \) which ends at a node in that component and starts from a node in another component, the deletion of \( b_k \) will make that component maximal. Hence, if one of the ends of \( b_k \) is a valid node and the other is non-assumed node, then the sign of the non-assumed node in the expanded pattern may be determined so as to make \( b_k \) consistent.

An outline of the "origin-locating algorithm," with the improvements suggested by Theorem 2 incorporated, may be described as the flow chart of Fig. 8, where, for the sake of simplicity, all the controlled nodes are supposed to be observed. The roles played by the stacks and arrays in the flow chart are as follows.

In the "pre-processing" block \( \mathcal{G} \), when the value of a state variable corresponding to a controlled node is within the specified tolerance (i.e. its sign is either 0, \( \Phi \) or \( \Theta \)), we open all the branches starting from the node except those carrying control information, and then regard the controlled node as an unobserved one.

\( C \) is a stack with the depth equal to the number of nodes. Assumed nodes are pushed down in \( C \) each time when a sign is assigned. \( S \) as well as \( P \) is a one-dimensional array with the size equal to the number of nodes. We put \( S_\alpha = \ast \) if \( m_\alpha \) is a non-assumed node, and \( S_\alpha \) is equal to its sign if \( m_\alpha \) is an assumed node.

In blocks 11 and 7, we assign the signs to the relevant nodes according to (i), (ii) of Theorem 2, where we put \( P_\alpha = 0 \) for those nodes \( m_\alpha \). In block 13, we pop up the nodes in stack \( C \) until a node \( m_\alpha \) with \( P_\alpha = 1 \) (i.e. a node with an "arbitrarily" assigned sign) appears on the top of \( C \).

Block 4 contains a routine to decompose a digraph into strongly connected components. The algorithm proposed by R. E. Tarjan [3] is now regarded as one of the most efficient.
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It will not be difficult to see that we can enumerate all the possible sign-assignments by the help of the stack $C$ together with the auxiliary arrays $S$ and $P$.

Example 4. Let us take up again the system of Fig. 3 in Example 3, which is modelled into the signed digraph $S$ of Fig. 4. Furthermore, let us assume that nodes $V_1$, $L$ and $F_2$ are observed, the other nodes being unobserved, and that node $L$ is controlled where control information is carried by the branch to node $V_2$. Now, suppose pattern $\omega^*: (V_1, L, F_2) \longrightarrow (+, 0, +)$ is observed. After the preprocessing block $\mathcal{B}$, we have the initial quasi-CE graph shown in Fig. 9(a), where node $L$ is regarded as an unobserved node. Since the digraph of Fig. 9(a) has two maximal strongly connected components, i.e. $\{V_1\}$ and $\{V_3\}$, the former being essential and the latter not, node $V_3$ is assigned sign 0 in block $\mathcal{B}$, and the quasi-CE graph is modified by removing node $V_3$ and the branch incident to it. In the resulting quasi-CE graph $\{F_3\}$ is again an unessential maximal component, so that it is removed together with the incident branch. Then we have the quasi-CE graph of Fig. 9(b). This digraph has only one essential maximal component, so that we apply (ii) of Theorem 2 in block $\mathcal{B}$ to assign $+$ to node $F_1$, and then $\Phi$ to $L$. Then, the branch from node $F_2$ to $L$ becomes invalid and is removed from the graph. Thus, by applying (ii) of Theorem 2 again, we have the final CE graph shown in Fig. 9(c), which is unique in this case. The expanded pattern (uniquely determined in this case) is $\omega: (V_1, L, F_2; F_1, V_2, V_3, F_3) \longrightarrow (+, \Phi, +; +, +, 0, 0)$. Thus, we can conclude that the abnormal phenomenon stems from the unexpected increase in the aperture

Fig. 9. Example of the algorithm
of valve $V_1$.

4. Related Problems

An error-detecting or error-correcting code is famous in the context of error/failure detection and diagnosis. That is a code which is used for improving the reliability of the information transmission through a noisy channel. By taking advantage of a special algebraic structure of the code, under the assumption that the number of errors is within a specified bound, we can detect the existence of errors or clarify their locations.

Our problem has a common feature with an error-detecting (−correcting) code in that the location of the origin of a system failure is to be found on the basis of the information obtained by some observation (i.e. a pattern of signs of observed nodes) under the assumption of a single origin of failure. But there is a basic difference between the error-detecting (−correcting) code and our problem. In the former, it is possible --- and it is the most important point of the theory --- to design an artificial structure which enables us to detect (correct) errors, whereas, in the latter, the structure of the system as well as the observability/unobservability of the signs of nodes are a priori given.

A fault diagnosis of a logical circuit is also well known. The location of fault is determined by means of a combination of many tests (each of which is an input-output sequence pair) [4]. Thus, the problem of fault diagnosis of a logical circuit and our problem have the same purpose, i.e. to determine the origin of a failure in a given system. However, there is much difference between the two problems. In our problem, only the information given in the form of a pattern of the signs of observed nodes is available when a failure takes place, whereas, in the diagnosis of a logical circuit, arbitrary signal sequences (which are prepared especially for the purpose of diagnosis) may be input to the system in order to obtain useful information.

5. Discussions on the Problems to be Solved

In this paper we presented the concept of a signed digraph and a pattern on it as a mathematical model for describing roughly a system and its state, and formulated the problem of locating the origin of a system failure in terms of those concepts. A practical algorithm for the problem was also proposed.
The present formulation of the model is motivated through an attempt to establish a systematic approach to the automatic diagnosis of the failures of chemical plants. However, the model seems to be applicable to a wider variety of engineering as well as social systems.

There remains, of course, much to be further developed both from the mathematical and the practical points of view.

Mathematically, the present version of origin-locating algorithm is rather primitive. For example, a part of a chemical plant was modelled into a digraph with 21 nodes and 62 branches, of which 6 nodes are observed and 3 nodes are controlled. The origin-locating algorithm generated about 20,000 quasi-CE graphs and examined their connectivity. It took about 20 minutes on FACOM 230/45 operating under FORTRAN IV monitor.

The necessary time will increase very rapidly, i.e. exponentially, as the size of the graph, especially the number of unobserved nodes and controlled nodes, increases. However, we can introduce various devices similar to those enunciated in Theorem 2 to greatly cut down the number of quasi-CE graphs to be examined. Designing such devices will afford interesting and useful research subjects in graph theory. In fact, by adding a few such devices to the algorithm, we could solve the same problem in less than 10 seconds. For a given specific system, the more of its special structures we take advantage of, the more devices shall we be able to find to speed up the algorithm.

There will be a number of problems when we make a model of a real system. For example, an implicit relation such as \( f(x, y, z) = 0 \) among state variables cannot be represented in the unique way by the branches which connect the nodes representing variables \( x, y, z \). However, if the signs of partial derivatives of \( f \) with respect to the variables are known, say, \( f_x > 0, f_y > 0 \) and \( f_z < 0 \),

![Fig. 10. Example of the digraphical representation of an implicit relation](image-url)
it may be possible to represent the implicit relation by a bipartite graph with a dummy node as shown in Fig. 10(a), and then by a signed digraph as shown in Fig. 10(b).

In the case that the method is applied to a continuous system such as a chemical process, the influence relations and the values of state variables are to be quantized into two or three levels. A standard method should be looked for for the quantization.

It is clear that, the more nodes are observed, the smaller will be the part within which the origin of failure is confined and the faster will the algorithm run. However, in practice, the number of observed nodes is limited by physical, technological and economical reasons. Here arises the problem of establishing a criterion according to which observed nodes are to be distributed. This leads us to a problem of synthesis of a system in contrast with the problem of analysis considered in this paper.

The authors are trying to implement the method presented in this paper in an actual chemical plant, where they are finding practical solutions to the problems discussed in this section. The theoretical results, as well as the practical, obtained in the course of the trial will be published elsewhere before long.

The authors thank the referees for their valuable comments and suggestions, by which the manuscript of the paper was substantially improved.
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システムの異常の原因探索問題にはいろいろな型のものがあり、またいろいろな接近法が提案されているようであるが、本論文では、システムを“枝に負荷の符号のついた有向グラフ”という構造でモデル化し、その有向グラフ上の言葉で問題の定式化と解法を確立することを提案する。このグラフ理論的接近法は、予め起こり易い異常の型を想定しておくということをせず、システムの構造そのものの観測された異常現象だけから、いかなる型の異常に対しても、理論的に可能な範囲で異常原因の箇所をとくとめることができるという特長を備えている。ただ、“すべての状態量を観測できる”のでない限り、原因探索アルゴリズムの中に“組合せ的に可能性を列挙して調べる”という部分が含まれるため、実用規模の問題に対して実用的な時間内に処理を終えるうむためにはアルゴリズムに各種の細かな工夫を凝らさなければならない。このような実用化実験も現在行いつつあるので、近い適当な方法で公表する予定である。

本論文で提案されている接近法の主たる着想は以下の通りである。

システムの構造を、その状態量を点に、状態量の間の直接の影響関係を枝に、それぞれ、対応させた有向グラフで表わし、さらに、各影響関係が「原因量の増大が結果量の増大をもたらすように影響するか減小をもたらすように影響するか」に従って、対応する枝に正あるいは負の“符号”を与える。

状態量が正常値と認められる範囲内にあるか、それより大きいか、小さいかに従って、各点に 0,
正、負の符号を与えると、それらの点の符号と有向グラフの枝の符号から“異常伝播の経路とな
うる枝の集合”が定義できる。それらの枝のみからなる部分（有向）グラフの極大強連結成分の中
（の点に対応する状態量と関係する装置）に、異状の原因が存在していると推定することができる。
すべての状態量ではなくその一部のものしか観測できない場合でも、「異常の原因は 1箇所しかな
い」という仮定をおくことによって、原因箇所を特定できる。すなわち、非観測点の符号のあらゆる
可能な組合せをすべて調べて、その中で“異常伝播経路を表わす部分グラフ”の極大強連結成分の数
が唯一個となるようなもののみを残せば、それらが考えられる異常の原因およびその伝播経路を表わし
ていることになる。（この際、アルゴリズムの能率向上のために各種の工夫が必要である。）