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Abstract This paper presents explicit expressions for the mean sojourn times in a multi-stage tandem queue, with Poisson arrival and general service times, served by a single server with a cyclic switching rule, M/G₁-G₂-⋯-Gₙ/1. The expressions are derived using the results of the two-stage tandem queue, M/G₁-G₂/1, already considered by some authors and the well-known Pollaczek-Khintchine formula. With the first-in, first-out service discipline, the mean waiting times in the first stage are derived for some switching rules and upper and lower bounds for the mean sojourn times and the mean waiting times for workload conserving switching rules are also obtained.

1. Introduction

There are several practical examples of tandem queueing systems served by a single server: a labor and machine limited production system [1], a repairable system with a repair man [2], and operating systems in computer and telephone switching systems [6]-[9]. T. Katayama [6]-[8] dealt with a tandem queueing model served by a moving server for call processing in a single processor switching system. A moving server, which corresponds to a single processor control point, visits each processing program, i.e. input processing, internal processing, output processing and so on, in accordance with a switching rule given by a scheduling table. Call (Customer) services in some tandem queues are performed by a moving server. (The queues may be called hoppers and buffers.)

There have been some analytical studies of these models of tandem queues. M. T. Netto [2] considered the steady-state probabilities in a two-stage tandem queue with Poisson arrival and general service times, denoted by M/G₁-G₂/1 for simplicity in this paper, which is served according to a zero switching rule, i.e. the server stays in a stage until its queue becomes empty and
then it switches to the other stage. S. S. Nair analyzed the transient behavior of the tandem queue \((M/G_1-G_2/1)\) with a zero switching rule \([3][4]\) and with a non-zero switching rule \([5]\) (See Section 2). T. Katayama considered the steady-state probabilities in the tandem queue \((M/G_1-G_2/1)\) with gated service \([6][7]\) (see Section 2), and he also investigated the influence of the server's walking time (sometimes known as switchover time or overhead time) on the mean sojourn time in a tandem queue with a non-zero switching rule \([8]\).

These authors were concerned only with the two-stage tandem queue \((M/G_1-G_2/1)\) served by a single server \([1]-[8]\). To author's best knowledge, there are only a few studies treating the multi-stage tandem queue with a zero switching rule: the three-stage tandem queue \((M/G_1-G_2-G_3/1)\) by M. Murakami et al. \([9]\), the \(N\)-stage tandem queue \((M/G_1-G_2-\cdots-G_N/1)\) by T. Nishida et al. \([10]\) and D. König et al. \([11]\) (E. G. Enns considered the multiple feedback queue with priorities \([12]\) similar to the \(N\)-stage tandem queue.)

The main object of this paper is to provide expressions for the mean sojourn time, that is, the mean total time spent by a customer in the \(N\)-stage tandem queue, and to obtain upper and lower bounds for this expression in the tandem queue \((M/G_1-G_2-\cdots-G_N/1)\) with some switching rules, including all the above switching rules, and also the expressions for the mean waiting times for receiving the service in the first stage. (In practical situations, the mean waiting time is also important since this means the waiting time for input processing in the call processing in some switching systems \([6]-[8]\).)

Section 2 of this paper describes in detail an \(N\)-stage tandem queue served by a single server, and certain switching rules. Section 3 is devoted to the derivation of expressions for the mean sojourn times and the mean waiting times in the \(N\)-stage tandem queue using the results of the two-stage tandem queue analysis and the well-known Pollaczek-Khintchine formula. Section 4 gives upper and lower bounds for the mean sojourn times and the mean waiting times for a general switching rule. Section 5 summarizes the paper.

2. Multi-Stage Tandem Queueing Model

This section presents the tandem queueing model served by a single server in detail, together with definitions of notations.

The queueing system has \(N\) (<=) service stages connected in series. The \(i\)-th stage has a service counter \(S_i\) and a queue with infinite capacity, \(Q_i\), \(i=1,2,\ldots,N\). Customers arrive at the first stage according to a Poisson process with rate \(\lambda\). Each customer requires exactly \(N\) services before leaving the queueing system. That is, after completion of service in \(S_1\), the customer
goes to \(Q_{i+1}\) to receive the service in \(S_{i+1}\), \(i=1,2,\ldots,N-1\), and after service completion in \(S_n\), the customer leaves the system.

Customers in each queue are served in the order of their arrivals (FIFO). Service times \(\tau_i\) at each counter \(S_i\), \(i=1,2,\ldots,N\) are independent and identically distributed random variables with a general distribution function \(H_i(t)\), with finite first and second moments \(h_i\) and \(h_i(2)\). The Laplace-Stieltjes transform (LST) of \(H_i(t)\) is denoted by \(H_{ik}(S)\), \(i=1,2,\ldots,N\).

All the queues are served by a single server that moves among the counters according to a cyclic switching rule. That is, the server advances to the next counter in cyclic order, \(S_1\to S_2\to \cdots\to S_N\to S_1\), and so on. The following switching rules [13] will be considered for each counter.

(a) Exhaustive service, also called a zero switching rule (ZS): when the server visits a queue, its customers are served until that queue is empty. (This is denoted by ZS in this paper.)

(b) \(K\)-limited service, also called a non-zero switching rule (NZ): when the server visits a queue, it is served until either the queue becomes empty, or at most, a fixed number of customers, say \(K\), are served, whichever occurs first.

(c) Gated service (GA): when the server visits a queue, the customers found upon arrival at the queue are served.

Remark 2.1: An example of the non-cyclic switching rule is as follows [14]:

(d) Deterministic switching rule (DT): For example, the order of switching is given by \(S_1\to S_2\to \cdots\to S_N\to S_{N-1}\to S_{N-2}\to \cdots\to S_1\).

In the above switching rules, the server's walking time needed to switch service from one counter to another is assumed to be zero. When no customers are present in the system, the server waits for a new arrival at \(S_1\).

For simplicity, the utilization at \(Q_i\) and the mean total service time are denoted by the expressions

\[
\rho_i := \lambda h_i, \quad i=1,2,\ldots,N, \quad h := \frac{1}{\sum_{i=1}^{N} h_i}.
\]

Server utilization \(\rho := \lambda h < 1\) is assumed in order to ensure that there are stationary distributions of all relevant queueing quantities.

The probability that \(m\) customers arrive at \(Q_i\) during service times \(\tau_i\), \(i=1,2,\ldots,N\) is denoted by \(q_{\tau_{i}}^{(i)}\), \(i=1,2,\ldots,N\) and the generating function is denoted by \(Q_i(x)\), i.e.,
3. Analysis of Mean Sojourn Times for Cyclic Switching Rules

This section considers an $N$-stage tandem queue model with cyclic switching rules. The mean sojourn time in the $N$-stage, $E(\Theta_N)$ and the mean waiting time in the first stage, $E(\mathcal{W}_1)$, will be analysed using the results of two-stage tandem queue analysis.

3.1 Some results for queue length generating function

First, we will discuss the generating function of the joint queue length distribution. Denote by $\pi_n(i_1,i_2,...,i_N)$ the steady-state probability that $i_k$ customers are waiting in $Q_k$, $k=1,2,...,N$, just after a customer has completed service at counter $s_n$, $n=1,2,...,N$ and define the generating function by the expression

$$G_n(x_1,x_2,...,x_N) := \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \cdots \sum_{i_N=0}^{\infty} \pi_n(i_1,i_2,...,i_N)x_1^{i_1}x_2^{i_2}...x_N^{i_N},$$

$$n=1,2,...,N, \quad |x_1|,|x_2|,...,|x_N| \leq 1.$$ 

To obtain simple expressions for $E(\Theta_N)$ and $E(\mathcal{W}_1)$, the following lemma will be necessary.

Lemma 1. For the cyclic switching rule with a ZS (NZ,GA) scheme at counter $s_n$, $n=1,2,...,N$, the following relationships hold:

$$G_1(1,1,0,...,0) = G_2(1,1,1,0,...,0) = \cdots = G_N(1,0,...,0,1) = \frac{1}{N},$$

$$NG_1(x_1,x_2,0,...,0) = 2 < G_1(x_1,x_2),$$

$$G_1(1,1,0,...,0) = G_2(1,1,1,0,...,0) = \cdots = G_N(1,0,...,0,1) = \frac{1}{N},$$
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and

\[(3.3a) \quad N \cdot G_N(1,0,\ldots,0) = 2 \quad \mathcal{\Lambda} \cdot G_2(1,0),\]

where the capital letter \(\mathcal{\Lambda}\) denotes an operator resulting from substituting \(H_2(t)\) for \(H_2 \ast H_3 \ast \ldots \ast H_N(t)\). (The symbol * denotes convolution.)

Proof: For the cyclic switching rule with a ZS (NZ,GA) scheme at counter \(S_n\), \(n=1,2,3,\ldots, N\), \(G_n(X_1,X_2,\ldots,X_N)\) is equal to \(G_n(X_1,0,\ldots,0,X_N,X_{n+1},0,\ldots,0)\) since no customers are present in \(Q_2,\ldots,Q_{n-1}\) and \(Q_{n+2},\ldots,Q_N\) when the server serves at \(S_n\). Since exactly \(N\) services are required for each customer, the number of customers served at each counter \(S_n, n=1,2,\ldots, N\) is also equal. Thus, the following relationship holds:

\[(3.4) \quad G_1(1,1,0,\ldots,0) = G_2(1,1,1,0,\ldots,0) = \cdots = G_N(1,0,\ldots,0,1).\]

Hence, using the normalization condition

\[(3.5) \quad \sum_{n=1}^{N} G_n(1,1,\ldots,1) = 1,\]

(3.2) is obtained.

Next, a modified tandem queue with two stages, defined as follows, is introduced: Service time \(T_1\) at the first counter has the same distribution as the original tandem queue. However, service time \(T_2\) at the second counter is equal to the sum of \(\tau_2,\tau_3,\ldots\) and \(\tau_N\). That is, \(T_1 = \tau_1, T_2 = \tau_2 + \tau_3 + \cdots + \tau_N\). Everything else, e.g. arrival process, server switching rule and so on is exactly the same as in the original tandem queue. Hence, it is clear that in the original \(N\)-stage tandem queue and the modified tandem queue with two stages, both the first queue length distributions at the instant when the server has arrived at counter \(S_1\) are equal. Since both the services at \(S_1\) are performed in the same manner, both of the queue length distributions at service completion of a customer at \(S_1\) are also equal. That is, the following equation holds:

\[(3.6) \quad \frac{G_1(X_1,X_2,0,\ldots,0)}{G_1(1,1,0,\ldots,0)} = \mathcal{\Lambda} \cdot \left( -\frac{G_1(X_1,X_2)}{G_1(1,1)} \right).\]

Thus, using (3.2), this gives (3.3).

Since no customer arrives at \(Q_n\) when the server serves at \(S_n, n=2,3,\ldots, N\), the second queue length distribution just after switching to \(S_2\) is equal to the \((i+1)\)-th queue length distribution just after service completion of all customers in \(Q_i, i=2,3,\ldots,N-1\). Hence, the following equations are derived:

\[(3.7) \quad \frac{G_2(1,x,1,0,\ldots,0)}{G_2(1,1,1,0,\ldots,0)} = \mathcal{\Lambda} \cdot \left( -\frac{G_2(1,x)}{G_2(1,1)} \right),\]
Thus, using (3.2), (3.7) and (3.8) give (3.3a).

The following lemma will also be necessary.

Lemma 2. For the cyclic switching rule with a ZS (NZ,GA) scheme at counter $S_n$, $n=1,2,...,N$, the mean sojourn time, $E(\Theta^*_n)$, is expressed by

$$E(\Theta^*_n) = E(w)_{H/G/1} + h + \sum_{i=1}^{N-1} h_i E(Q^*_N),$$

where

$$E(w)_{H/G/1} = \frac{\lambda}{2(1-\rho)} \left[ h_2^2 + \sum_{i=1}^{N-1} (h_i (2) - h_i^2) \right],$$

$E(Q^*_N)$: the mean queue length in $Q_N$ at service completion at $S_N$.

Proof: Since services in each queue are performed by the first-in, first-out service discipline (FIFO), all customers in front of an arbitrary customer, $C^*$, must first be served before $C^*$ leaves the system. Thus, the mean sojourn time, $E(\Theta^*_n)$, of an arbitrary customer, $C^*$, is given by the summation of the following three terms [8][12]:

$$E(\Theta^*_n) = E(w) + E(\tau) + E(\upsilon).$$

The first term, $E(w)$, denotes the mean total service time remaining for all of the customers in the queueing system on arrival of $C^*$. It is noticed that $E(w)$ is invariant for any switching rule included in the workload conserving switching rule [16] described in Section 4. Thus, using the Pollaczek-Khintchine formula [15] on the condition that the service time distribution function is $h_1 h_2 * ... * h_N(t)$ gives (3.9a).

The second term, $E(\tau)$, denotes the total service time of $C^*$ at $S_1$, $S_2$, ..., and $S_{N-1}$. That is, $E(\tau) = h$.

The third term, $E(\upsilon)$, denotes the mean total service time at $S_1, S_2, ..., S_{N-1}$, for customers who have arrived at the system behind $C^*$, to receive their services at $S_1, S_2, ..., S_{N-1}$ during the sojourn time of $C^*$. (Note that for a ZS (NZ,GA) scheme, the number of waiting customers in $Q_2, Q_3, ..., Q_{N-1}$ is zero at the departure time of $C^*$.) Denoting the average number of customers in $Q_N$ when $C^*$ leaves $S_N$ by $E(Q^*_N)$, gives the equation

$$E(\upsilon) = \sum_{i=1}^{N-1} h_i E(Q^*_N),$$

Since all customers in $Q_N$ have already received services at $S_1, S_2, ..., S_{N-2}$ and $S_{N-1}$. Thus, (3.9) is obtained.
Remark 3.1: The following switching rule is an example of the cyclic switching rule, for which Lemmas 1, 2 do not hold.

Probabilistic switching rule (PB): An example of this is the Bernoulli switching rule [14] which is parameterized by a vector \((p_1, p_2, \ldots, p_N)\). Here, at the completion of service at \(S_i\), if \(Q_i\) is empty, then \(Q_{i+1}\) is served. Otherwise, \(Q_i\) is served again with probability \(p_i\), and \(Q_{i+1}\) is served with probability \(1-p_i\), \(i=1, 2, \ldots, N\).

Remark 3.2: For a tandem queue with server walking time, (3.10) seems to hold, giving a different definition of the third term \(E(U)\). However, \(E(W)\), i.e. the mean workload in the system at an arbitrary instant [15], is not given by such simple expression as \(E(W)_{M/G/1}\). It also depends on the server switching rule.

3.2 Analysis for exhaustive service

This subsection considers an \(N\)-stage tandem queueing system with a ZS scheme, in which all the queues are served according to the exhaustive service. With the aid of Lemmas 1, 2, and the results of two-stage tandem queue analysis [2], the mean sojourn time, \(E(\Theta_N)_{ZS}\), and the mean waiting time, \(E(W)_{ZS}\), can be obtained.

Theorem 1. For the exhaustive service, \(E(\Theta_N)_{ZS}\) and \(E(W)_{ZS}\) are given by

\[
E(\Theta_N)_{ZS} = E(W)_{M/G/1} + h + \sum_{i=1}^{N-1} h_i \cdot E(Q_N)_{ZS},
\]

and

\[
E(W)_{ZS} = \frac{\rho_1 \sum_{i=2}^{N} \rho_i}{(1-\rho)(1-\rho_1 + \sum_{i=2}^{N} \rho_i)} \cdot (h-h_1) + \frac{\lambda(1-\rho_1)}{2(1-\rho)(1-\rho_1 + \sum_{i=2}^{N} \rho_i)} \cdot \left\{ h_1^2 + (h-h_1)^2 + \sum_{i=2}^{N} (h_i^2-h_i^2) \right\},
\]

where

\[
E(Q_N)_{ZS} = \frac{1}{(1-\rho)(1-\rho_1 + \sum_{i=2}^{N} \rho_i)} \left[ \rho_1 (1-\rho_1) + \frac{1}{2} \lambda^2 (h_1^2 + (h-h_1)^2 \right.
\]

\[
+ \sum_{i=2}^{N} (h_i^2-h_i^2)].
\]

Proof: Using Lemmas 1, 2, we need to calculate \(E(Q_N)_{ZS}\) that is given by
From the results of two-stage tandem queue analysis, the first derivative in (3.15) is given by (A1.3) in Appendix 1. By operating \( \triangle \) for (A1.3), i.e. the following replacement expressions

\[
\{ h_2 \rightarrow (h-h_1), \ h_2(2) \rightarrow \sum_{i=2}^{N} (h_i(2)-h_i)^2 + (h-h_1)^2, \ \rho \rightarrow \sum_{i=2}^{N} \rho_i \},
\]

(3.16) is obtained.

Lemma 1 leads to the following relationship:

\[
G_1 \left( \frac{1-S}{\lambda},1,0,...,0 \right) / (\frac{1}{N}) = \triangle \cdot \left\{ G_1 \left( \frac{1-S}{\lambda},1 \right) / (\frac{1}{2}) \right\}.
\]

The left-hand side of (3.17) represents the LST of the waiting time in the \( N \)-stage tandem queue [2] (denoted by \( \hat{\tau}^N(S)_{ZS} \)). Hence (3.17) can be also rewritten as

\[
\hat{\tau}^N(S)_{ZS} = \triangle \cdot \hat{\tau}^N(S)_{ZS}.
\]

That is,

\[
E(\hat{\tau}^N)_{ZS} = \triangle \cdot E(\hat{\tau}^N)_{ZS}
\]

is obtained.

The mean waiting time in the two-stage tandem queue, \( E(\hat{\tau}^N)_{ZS} \), is given by (A1.5) in Appendix 1. Thus, operating \( \triangle \) for (A1.5) gives (3.13).

Letting \( N=2 \) in Theorem 1, \( E(\hat{\tau}^N)_{ZS} \) and \( E(\hat{\tau}^N)_{ZS} \) are derived. This agrees with the results of M. T. Netto [2] obtained by a different analysis. (cf. (A1.4) and (A1.5) in Appendix 1.)

Remark 3.3: The LST of the sojourn time distribution in an \( N \)-stage tandem queue with a \( ZS \) scheme, denoted by \( \hat{\theta}^N(S)_{ZS} \), is given by [2][13]

\[
\hat{\theta}^N(S)_{ZS} = G_N(1 - S/\lambda,0,...,0,1 - S/\lambda)/G_N(1,0,...,1).
\]

The above \( \hat{\theta}^N(S)_{ZS} \) is also given by

\[
\hat{\theta}^N(S)_{ZS} = G_1(1 - S/\lambda,0,...,0)/G_1(1,0,...,0).
\]

Hence, without using Lemmas 1 and 2, \( E(\hat{\theta}^N)_{ZS} \) and \( E(\hat{\theta}^N)_{ZS} \) can be obtained directly by letting \( S \rightarrow 0 \) after differentiating (3.19) and (3.19a) with respect to \( S \). However, it seems to need a lengthy and complicated calculation to obtain the values of \( G'_N,x_N(1,0,...,1), G'_N,x_N(1,0,...,0,1) \) and \( G'_1,x_1(1,1,0,...,0) \).
3.3 Analysis for K-limited service

Consider an N-stage tandem queueing system with an NZ scheme, in which all the queues are served according to the K-limited service. The mean sojourn time, \( E(\theta_{N}^{'})_{NZ} \) can be derived.

Theorem 2. For the K-limited service, \( E(\theta_{N}^{'})_{NZ} \) is given by

\[
E(\theta_{N}^{'})_{NZ} = E(\theta_{M/G/1}^{N}) + h + \sum_{i=1}^{N-1} h_{i} \cdot E(Q_{N}^{'})_{NZ},
\]

where

\[
E(Q_{N}^{'})_{NZ} := \frac{1}{2} \left\{ \frac{K-1}{1-\rho} \sum_{j=1}^{K-1} (K-r) \sum_{j=1}^{K} \frac{\sigma_{r}}{(r-1)!} \right\}.
\]

Here, \( \sigma_{r}, r=1,2,\ldots,K-1 \) are solutions of the following simultaneous linear equations. (Using Cramer's formula, \( \sigma_{r} = |D_{r}|/|D| \) can be represented by the determinants \( |D_{r}| \) and \( |D| \) formed by the coefficients of (3.21a).)

\[
\sum_{r=1}^{K-1} \frac{1}{r!} \left\{ \omega_{j}^{K} \prod_{i=2}^{N} Q_{i}^{\omega_{j}}(\omega_{j}) - \omega_{j}^{K} \prod_{i=2}^{N} Q_{i}^{\omega_{j}}(\omega_{j}) \right\} \cdot \sigma_{r} = (1-\omega_{j}) \prod_{i=1}^{N} Q_{i}^{K}(\omega_{j}), \quad \text{for } j=1,2,\ldots,K-1,
\]

\[
\omega_{j} = \sum_{n=1}^{\infty} \frac{(-\lambda)^{n-1}}{n!} \epsilon_{j}^{n} \frac{d^{n-1}}{d\lambda^{n-1}} \left\{ \prod_{i=1}^{N} h^{*}_{i}(\lambda) \right\}^{N},
\]

and

\[
\epsilon_{j} = \exp\left(-\frac{2\pi j}{K} i\right), \quad \text{where } i^{2} = -1 \quad \text{for } j=1,2,\ldots,K-1.
\]

Proof: Using Lemma 1 for the K-limited service, \( E(Q_{N}^{'})_{NZ} \) is given by

\[
E(Q_{N}^{'})_{NZ} = \mathcal{L} \cdot \{ G_{2}^{*}, G_{2} \}^{(1,1)}.
\]

The first derivative in (3.22) is given by (A2.3). By operating \( \mathcal{L} \) for (A2.3), i.e. the replacement in (3.16), gives (3.21).

Thus, the following replacement in (A2.4) and (A2.5) leads (3.21a) and (3.21b),

\[
\{Q_{2}(x) = h^{*}_{2}(\lambda(1-x)) \rightarrow \prod_{i=2}^{N} h^{*}_{i}(\lambda(1-x)) \rightarrow \prod_{i=2}^{N} Q_{i}(x)\}.
\]

Remark 3.4: The relationship, \( E(\theta_{N}^{'})_{NZ} = \mathcal{L} \cdot E(\theta_{2}^{'})_{NZ} \), also holds in this tandem queueing system with the NZ scheme. However, the expression of \( E(\theta_{2}^{'})_{NZ} \) seems to be extremely complicated. This is the reason that Theorem 2 does not contain any results for \( E(\theta_{N}^{'})_{NZ} \).
3.4 Analysis for gated service

Consider an $N$-stage tandem queueing system with a GA scheme, in which all the queues are served according to the gated service. A virtual queue with infinite capacity, $Q_0$, is introduced in front of the first queue, $Q_1$, in order to analyze the mean sojourn time, $E(\Theta_N)^{GA}$, and the mean waiting time, $E(W_N)^{GA}$. First, customers join $Q_0$. Then, all customers waiting in $Q_0$ move instantaneously to $Q_1$ in the order of their arrival when a single server arrives at $S_1$. After that, all customers in $Q_1$ are served at $S_1$ and they move to stage 2 for the second service and so on. (When there are no customers in $Q_0$ on a server-arrival at $S_1$, the server stays at $S_1$. After a new customer arrives, the server begins to serve the customer at $S_1$ and further continues to serve the customer at $S_2,\ldots,S_{N-1}$ and $S_N$ sequentially.)

The steady-state probability that $i_k$ customers are waiting in $Q_k$, $k=0,1,2,\ldots,N$, just after a customer has completed service at $S_n$, $n=1,2,\ldots,N$ is denoted by $\pi_n(i_0,i_1,i_2,\ldots,i_N)$, and the generating function is defined by the expression

$$G_n(x_0,x_1,\ldots,x_N) := \sum_{i_0=0}^{\infty} \sum_{i_1=0}^{\infty} \cdots \sum_{i_N=0}^{\infty} \pi_n(i_0,i_1,\ldots,i_N)x_0^{i_0}x_1^{i_1}\cdots x_N^{i_N}, \quad n=1,2,\ldots,N, \quad |x_0|,|x_1|,\ldots,|x_N| \leq 1.$$ (3.24)

With the aid of the results of two-stage tandem queue analysis [6][7], $E(\Theta_N)^{GA}$ and $E(W_N)^{GA}$ can be derived.

Theorem 3. For the gated service, $E(\Theta_N)^{GA}$ and $E(W_N)^{GA}$ are given by

$$E(\Theta_N)^{GA} = E(W_N)^{M/G/1} + h + \sum_{i=1}^{N-1} h_i \cdot E(Q_i)^{GA},$$ (3.25)

and

$$E(W_N)^{GA} = \frac{\rho_1(1+\rho_1)}{1-\rho^2} \cdot (h-h_1) + \frac{\lambda(1+\rho_1)}{2(1-\rho^2)} (h_1^2 + (h-h_1)^2)$$

$$+ \sum_{i=2}^{N} (h_i^2 - h_i^2)$$ (3.26)

where

$$E(Q_i)^{GA} := \frac{2}{1-\rho^2} \left[ \rho_i \sum_{i=2}^{N} \rho_i + \frac{\lambda^2}{2} \left( h_i^2 + (h-h_1)^2 \right) + \sum_{i=2}^{N} (h_i^2 - h_i^2) \right].$$ (3.25a)

Proof: Using Lemma 1 for the GA scheme, $E(Q_{N-i})^{GA}$ is given by
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(3.27) \[ E(Q_{\infty})_{GA} = 2 \leq \gamma \leq \gamma_x^2(1,0,1). \]

The first derivative in (3.27) is given by (A3.3) in Appendix 3. Hence, operating \( \leq \) for (A3.3) gives (3.25a). The expression of \( E(W_{\infty})_{GA} \) is also given by (A3.5). Since the same relation as (3.18a) holds, (3.26) is also obtained by operating \( \leq \) for (A3.5).

4. Minimum and Maximum of Mean Sojourn Times

This section considers an \( N \)-stage tandem queueing system with a more general switching rule than the cyclic switching rule defined in Section 2. It is considered under the FIFO service discipline in each queue. By this switching rule, however, a single server is not idle as long as there are customers in the queueing system and all interrupted services are resumed, i.e. the workload in the system is conserved perfectly [15][16]. Hence, it is called workload conserving switching rule, denoted by WL service scheme in this paper. Everything else, e.g. arrival process, service time distribution and so on is the same as the \( N \)-stage tandem queueing model described in Section 2.

Three switching rules will also be considered.
(a) Sequential service, also called a single thread service (ST) [7]: customers in \( Q_{i+1} \) have priority over customers in \( Q_i \), \( i=1,2,\ldots,N-1 \). This is equivalent to a basic queueing model \( M/G/1 \) with service times being the total sum of \( \tau_i \), \( i=1,2,\ldots,N \).
(b) Preemptive priority service (PR): customers in \( Q_i \) have priority over customers in \( Q_{i+1} \), \( i=1,2,\ldots,N-1 \). If a customer arrives at \( Q_i \), \( i=1,2,\ldots,N \), when the server stays in \( S_j \), \( j>i \), the server interrupts the current service and immediately starts serving the customer in \( Q_i \). The serving of the customer in \( S_j \) is resumed at an interrupted point when there are no customers in \( Q_k \), \( k=1,2,\ldots,j-1 \), \( j>i \) in the system [12].
(c) Decrementing service (DC), also called a semi-exhaustive service [13]: when the server visits a queue, it serves until the number of customers in the queue decreases to one less than that found upon its arrival at the queue.

Note that the workload conserving switching rule includes all cyclic switching rules, in which each counter is served by \( 2S \), \( NZ \), \( GA \), \( PR \), \( ST \) and \( DC \) schemes and non-cyclic switching rules, such as \( DT \), \( PR \) and so on.

For the WL service scheme, upper and lower bounds for the mean sojourn time, \( E(Q_{\infty})_{WL} \) and upper and lower bounds for the mean waiting time, \( E(W_{\infty})_{WL} \) will be investigated
Theorem 4. In the workload conserving switching rule, the minimum and maximum of $E(\tau)_{NWL}$ arise from the ST scheme and the PR scheme, respectively. That is, the following inequality holds:

\[(4.1) \quad E(\tau)_{ST} \leq E(\tau)_{WL} \leq E(\tau)_{PR} \]

where

\[(4.2) \quad E(\tau)_{ST} = h + \frac{\lambda}{(1-\rho)} \left[ h^2 + \sum_{i=1}^{N} (h_i^2 - h_i^2) \right], \]

and

\[(4.3) \quad E(\tau)_{PR} = \frac{h}{(1-\rho)} + \frac{\lambda}{(1-\rho)2} \left( \frac{1}{(i-\rho)} \right) \sum_{i=1}^{N-1} \left( h_i^2 - h_i^2 \right) + h_N^2 \]

\[\quad + 2(h-h_n) + (h-h_n)^2 \]

The inverse relationship for $E(\nu)_{WL}$ also holds, i.e.

\[(4.4) \quad E(\nu)_{ST} \geq E(\nu)_{WL} \geq E(\nu)_{PR} \]

where

\[(4.5) \quad E(\nu)_{ST} = \frac{\lambda}{(1-\rho)} \left[ h^2 + \sum_{i=1}^{N} (h_i^2 - h_i^2) \right], \]

and

\[(4.6) \quad E(\nu)_{PR} = \frac{h}{(1-\rho)} h_N^2 \]

Proof: Even for the workload conserving switching rule, the mean sojourn time $E(\tau)_{WL}$ of an arbitrary customer $C^*$ can be represented by

\[(4.7) \quad E(\tau)_{NL} = E(\nu) + E(\tau) + E(U), \]

since customers in each queue are served in the order of their arrival (i.e. (3.10) also holds for the WL service scheme.)

Note that the first term, $E(\nu)$, is invariant for the WL service scheme (cf. Theorem 6.1 in Ref. (16)). Thus, the expression $\{E(\nu) + E(\tau)\}$ equals

$E(\nu)_{M/G/1} + h$, where $E(\nu)_{M/G/1}$ is given by (3.9a).

Only the third term, $E(U)$, depends on the server switching rule. (See the proof of Lemma 2.) In the ST scheme, customers behind $C^*$ receive no service at $S_1, S_2, \ldots$, and $S_N$ during the sojourn time of $C^*$. That is, $E(U)$ is zero. In the PR scheme, there are never any customers in $Q_1, Q_2, \ldots$, and $Q_{N-1}$ when $C^*$ leaves the last counter $S_N$. Hence, $E(U)$ becomes maximum. Thus, the inequality (4.1) holds.

By the FIFO service discipline in $Q_1$, the mean waiting time, $E(\nu)_{WL}$, of
an arbitrary customer \( C^* \), is given by the summation of the following two terms:

\[
E(W_N^{\ast})_{WL} = E(W_{\ast}) + E(V).
\]

The first term, \( E(W_{\ast}) \), denotes the mean waiting time of \( C^* \) in \( Q_1 \) assuming that the server always stays at \( S_1 \) to serve customers in \( Q_1 \). That is, \( E(W_{\ast}) \) is the minimum of the mean time spent by \( C^* \) in \( Q_1 \). Hence, it follows from the Pollaczek-Khintchine formula that

\[
E(W_{\ast}) = \frac{\lambda}{2(1-\rho)} h_1^{(2)}.
\]

The second term, \( E(V) \), denotes the mean total time spent by the server except in \( S_1 \) (i.e. \( S_2,S_3,...,S_N \)) during the waiting time of \( C^* \) in \( Q_1 \). Only \( E(V) \) depends on the server switching rule.

In the PR scheme, the server is in \( S_1 \) as long as there are customers in \( Q_1 \). Hence, \( E(V) \) is zero.

In the ST scheme, there are no customers in \( Q_2,Q_3,...,Q_N \) when the customer \( C^* \) begins to receive the service in \( S_1 \). Hence, \( E(V) \) becomes maximum. Thus, the inequality (4.4) is obtained.

Therefore, (4.2), (4.5) and (4.6) are derived by the Pollaczek-Khintchine formula.

Next, to derive (4.3) from the following result for a two-stage tandem queue with the PR scheme [12][15],

\[
E(\theta_2^{\ast})_{PR} = \frac{h}{1-\rho} + \frac{\lambda}{2(1-\rho)(1-\rho)} \cdot \{h_1^{(2)} + 2h_1 h_2 + h_2^{(2)} \},
\]

a modified two-stage tandem queue with the PR scheme described as follows is first introduced.

The service time \( T_1 \) at the first counter is equal to the sum of \( \tau_1,\tau_2,...,\tau_N \), i.e. \( T_1 = \tau_1 + \tau_2 + \cdots + \tau_{N-1} \) and service time \( T_2 \) at the second counter is equal to \( \tau_N \). Everything else, e.g. arrival process and so on, are the same as with the original queueing model with the PR scheme. In both the original \( N \)-stage tandem queue and the modified two-stage tandem queue, (4.7) also holds and the mean workload in the system just before the arrivals of customers at \( Q_1 \) is given by \( E(W)_M/G/1 \) in (3.9a). It is noticed that in the \( N \)-stage and the 2-stage tandem queue models above, both of the last queue length distributions just after the instants at which a customer leaves the system are equal.

Thus, the above arguments imply that both mean sojourn times are also equal. Hence,

\[
E(\theta_1^{\ast})_{PR} = \ast \cdot E(\theta_2^{\ast})_{PR}
\]
is obtained, where $\succ$ is an operator for substituting $H_1(t)$ for $H_1 \ast H_2 \ast \cdots \ast H_{N-1}(t)$ and $H_2(t)$ for $H_N(t)$, i.e. $\succ$ means the following replacement,

\begin{equation}
\left\{ \begin{array}{c}
(h_1 \rightarrow (h-h_N),
\quad h_1^{(2)} \rightarrow \sum_{i=1}^{N-1} (h_i^{(2)}-h_N)^2 + (h-h_N)^2, \\
\rho_1 \rightarrow \sum_{i=1}^{N-1} \rho_i,
\end{array} \right.
\end{equation}

\begin{equation}
\begin{array}{c}
h_2 \rightarrow h_N, \\
h_2^{(2)} \rightarrow h_N^{(2)}, \\
\rho_2 \rightarrow \rho_N.
\end{array}
\end{equation}

Therefore, operating $\succ$ for (4.10) gives (4.3).

5. Conclusion

In this paper, mean sojourn times in the system and mean waiting times in the first stage have been derived for a multi-stage tandem queue served by a single server with a cyclic switching rule. These were derived by a simple method using the results of the two-stage tandem queue analysis and the Pollaczek-Khintchine formula. In a general switching rule (called the workload conserving switching rule), upper and lower bounds for the mean sojourn times and the mean waiting times were obtained. Further study is needed for mean sojourn time analysis in the multi-stage tandem queue with server walking time.
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Appendix 1. Generating function for the exhaustive service

In the two-stage tandem queue model with a ZS scheme, the following functional relationships [9][10] for $G_n(x_1,x_2), n=1,2$ defined by (3.1) are obtained:

\[(A1.1)\quad G_1(x_1,x_2) = [G_1(x_1,x_2) - G_1(0,x_2)] \cdot Q_1(x_1) \cdot x_2 / x_1 + [G_2(x_1,0) - \pi_2(0,0)] \cdot Q_1(x_1) \cdot x_2 / x_1 + \pi_2(0,0) \cdot x_1 \cdot Q_1(x_1) \cdot x_2 / x_1,\]

and

\[(A1.2)\quad G_2(x_1,x_2) = [G_2(x_1,x_2) - G_2(x_1,0)] \cdot Q_2(x_1) / x_2 + G_1(0,x_2) \cdot Q_2(x_1) / x_2.\]

From analysis of the two-stage tandem queue model with a ZS scheme, the following expressions have been obtained [2][6][7]:

\[(A1.3)\quad G_2(x_1,x_2) = \frac{1}{2(1-\rho)(1-\rho_1+\rho_2)} [\rho_1(1-\rho_1) + \frac{\lambda^2}{2} (h_1(2)+h_2(2))],\]

\[(A1.4)\quad E(\theta'_2)_{ZS} = \frac{(1-\rho_1)(1+\rho_2)}{(1-\rho)(1-\rho_1+\rho_2)} \cdot h_1 + h_2 + \frac{\lambda(1+\rho_2)}{2(1-\rho)(1-\rho_1+\rho_2)} (h_1(2)+h_2(2)),\]

and

\[(A1.5)\quad E(\theta'_2)_{ZS} = \frac{\rho_1 \rho_2}{(1-\rho)(1-\rho_1+\rho_2)} \cdot h_2 + \frac{\lambda(1-\rho_1)}{2(1-\rho)(1-\rho_1+\rho_2)} (h_1(2)+h_2(2)).\]

Appendix 2. Generating function for the $k$-limited service

In the two-stage tandem queue model with a NZ service scheme, the following functional relationships [8] for $G_N(x_1,x_2)$ are obtained:

\[(A2.1)\quad G_1(x_1,x_2) = [G_1(x_1,x_2) - G_1(0,x_2)] \cdot Q_1(x_1) \cdot x_2 / x_1 + [G_2(x_1,0) - \pi_2(0,0)] \cdot Q_1(x_1) \cdot x_2 / x_1 + \pi_2(0,0) \cdot x_1 \cdot Q_1(x_1) \cdot x_2 / x_1,\]

and

\[(A2.2)\quad G_2(x_1,x_2) = [G_2(x_1,x_2) - G_2(x_1,0)] \cdot Q_2(x_1) / x_2 + G_1(0,x_2) \cdot Q_2(x_1) / x_2 + G_1(0,x_2) \cdot Q_2(x_1) / x_2,\]
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where

\[ f_K (X_1, X_2) := \sum_{i=1}^{\infty} \pi_1 (i, K) X_1^i X_2. \]

From analysis of the two-stage tandem queue model with a N2 scheme, the following expressions have been obtained [5][8]:

\[ G_{2, X_2} (1, 1) = \frac{1}{4} \left\{ (K-1) - (1-\rho) \cdot \sum_{r=1}^{K-1} (K-r) \frac{\sigma_r}{(r-1)!} \right\}, \]

\[ \sum_{r=1}^{K-1} \frac{1}{r!} \left\{ \omega_j K \cdot G_{2, X_2} (\omega_j) - \omega_j \cdot G_{1, X_2} (\omega_j) \right\} = (1-\omega_j) \cdot G_{2, X_2} (\omega_j)^K, \quad \text{for } j=1,2,\ldots, K-1. \]

\[ \omega_j := \frac{1}{n=1} \sum_{n=1}^{n-1} \frac{(-\lambda)^{n-1}}{n!} \epsilon_j \frac{d^{n-1}}{d\lambda^{n-1}} \left\{ H_{1, 2} (\lambda) \right\}^n, \]

and

\[ \epsilon_j := \exp \left\{ -\frac{2\pi_j}{K} i \right\}, \quad \text{where } i^2 = -1 \quad \text{for } j=1,2,\ldots, K-1. \]

Appendix 3. Generating function for the gated service

In the N-stage tandem queue model with a GA scheme, let \( q_m \) denote the probability that \( m \) customers arrive at \( Q_0 \) during service times \( \tau_i \), \( i=1,2 \) and let \( Q_i (X) \) denote the generating function. Then, the following functional relationships [6][7] for \( G_n (X_0, X_1, X_2) \), \( n=1,2 \) defined by (3.24) are obtained:

\[ G_1 (X_0, X_1, X_2) = \{ G_1 (X_0, X_1, X_2) - G_1 (X_0, 0, X_2) \} \cdot Q_1 (X_0) \cdot X_2 / X_1 + \{ G_2 (X_1, 0, 0) - p_2 (0, 0, 0) \} \cdot Q_1 (X_0) \cdot X_2 / X_1 + p_2 (0, 0, 0) \cdot Q_1 (X_0) \cdot X_2 / X_1, \]

and

\[ G_2 (X_0, 0, X_2) = \{ G_2 (X_0, 0, X_2) - G_2 (X_0, 0, 0) \} \cdot Q_2 (X_0) / X_2 + G_1 (X_0, 0, X_2) \cdot Q_2 (X_0) / X_2. \]

From analysis of the two-stage tandem queue model with a GA scheme, the following expressions have been obtained [6][7]:

\[ G_{2, X_2} (1, 0, 1) = \frac{1}{1-\rho} \left\{ p_1 \rho_2 + \frac{\lambda}{2} \left( h_1 (2) + h_2 (2) \right) \right\}, \]
\[
\tag{A3.4} \quad \mathbb{E}(\theta_2^2)_{GA} = \frac{1 - \rho^2_1 + \rho^2_2}{1 - \rho^2_2} \cdot h_1 + h_2 + \frac{\lambda(1 + 2\rho_1 + \rho_2)}{2(1 - \rho^2_2)} (h_1(2) + h_2(2)),
\]
and
\[
\tag{A3.5} \quad \mathbb{E}(\omega_2^2)_{GA} = \frac{\rho^2_1 (1 + \rho_1)}{1 - \rho^2_2} \cdot h_2 + \frac{\lambda(1 + \rho_1)}{2(1 - \rho^2_2)} (h_1(2) + h_2(2)).
\]
アブストラクト

「単一扱者により巡回サービスされる多段タンデム型 待ち行列における平均系内時間」

NTT 片山 勁

单一扱者により巡回的にサービスされる多段タンデム型待ち行列において，種々の巡回規律（ゲート式，制限式，全処理式など）の下に，客が系に到着してから系を退去する迄の滞在時間（sojourn time）や第一ステージのサービスを受け始める迄の待ち時間などの平均値評価式を与えている。このような待ち行列は，修理システム，生産工程などのOR分野や通信用プロセッサのオペレーティングシステムなどに散見され，系内の滞在時間などの特性評価や扱者の巡回規律（スケジューリング方式）に関する研究が行われている。

本論文で扱うN段タンデム型待ち行列は，客の到着がポアソン過程に，各ステージのサービス時間が一般分布に従い，ケンドールの記号を用いてM/G₁−G₂−…−Gₙ/1と略記される。新たに提案された平均値評価式の導出法は，2段の待ち行列M/G₁−G₂/1の解析結果とM/G/1のボラチェック・ヒンチの公式を併用する簡易法であり，評価式の各項の物理的意味が明らかにされている。

また，仕事量を保存する一般的な巡回規律（但し，各ステージの客のサービス順序は，到着順）の中では平均系内時間を最小にする規律は，各ステージのサービスを中断なく行う連続処理方式（シングルスレッド方式）であり，最大にする規律は若該ステージのサービスを優先的に行う割込み処理方式（ブレークイン方式）であることを明らかにし，仕事量保存形の巡回規律における平均系内時間および第一ステージの平均待ち時間の最大値，最小値を示している。