NUMERICAL ANALYSIS ON DISASTER MITIGATION SEAWALL WITH MOVABLE CROWN USING COUPLED FLUID-STRUCTURE INTERACTION MODEL
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A coupled fluid-structure-sediment interaction model is applied to a tsunami/storm-surge disaster mitigation structure attached with a movable crown to investigate the mechanisms of the movable crown behavior and wave energy dissipation. The model is composed of a large-eddy simulation solver for computing incompressible viscous air-water flow that considers the motion of a movable structure and the profile evolution of the seabed, a volume-of-fluid module for tracking air-water interface motion, an immersed-boundary module for computing movable structure motion, and a sediment transport module for computing suspended sediment motion and seabed profile evolution. The modules are connected to the solver using a two-way coupling procedure to ensure fluid-structure-sediment interaction. Numerical results show that the relation between the fluid inflow/outflow rate through a gap in the crown and the angle of the movable crown is an important parameter in predicting the wave field around the structure and the behavior of the movable crown. This suggests that it is essential to calibrate the parameter against the experimental data in numerically evaluating the performance of the structure for optimal design. It is also found that the motion of the movable crown is affected by the air trapped in the flood-control basin at the time of uprush and the air flow entering the flood-control basin at the time of backwash, suggesting that it is important to consider not only water flow but also air flow in the numerical simulation. Furthermore, the structure is found to efficiently dissipate wave energy due to vortices forming around the crown and the motion of the movable crown.
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1. INTRODUCTION

When a structure faces high wind waves, tsunamis, or storm surges of a magnitude beyond the level predicted at the time of its design, it is difficult to fully protect the area behind the structure from inundation damage due to wave overtopping or wave overflow¹. Accordingly, it is necessary to develop non-structural measures in collaboration with disaster mitigation structures. Efficient and effective maintenance according to life-cycle management are important for the aging coastal structures built during the period of rapid growth in Japan², because most of them are deteriorating and in need of renovation. To meet such demands, Kotake et al.³ have proposed a tsunami/storm-surge disaster mitigation structure, which is relatively simple and easy to remodel. Figure 1 shows an overview of this structure. As
shown, this structure consists of a flood-control basin in front of an existing vertical quay wall and a levee crown that opens and closes with waves (hereafter referred to as a “movable crown”) in order to mitigate wave overtopping rates caused by high wind waves, tsunamis, or storm surges, and to delay the onset of inundation in areas behind the structure. In a hydraulic experiment, this mechanism has demonstrated low reflection coefficients and wave overtopping rates for wind waves, and the ability to delay the onset of inundation for tsunamis. However, the hydraulic experiment only allowed qualitative analyses of the mechanisms of the movable crown behavior and wave energy dissipation associated with the low reflection coefficients because of the lack of experimental data.

In this study, a three-dimensional coupled fluid-structure-sediment interaction model by Nakamura and Mizutani, which has the computational capability for analyzing air-water interaction as well as air-water-structure interaction, is applied to the hydraulic experiment by Kotake et al. (2013), because the action of water mass due to waves and the motion of air trapped in the flood-control basin are expected to be essential to the behavior of the movable crown. To verify the usefulness of the model for designing such structures, the predictive capability of the model is verified through comparison with experimental results in terms of water level changes around the structure and the behavior of the movable crown. Furthermore, the mechanisms of the movable crown behavior and wave energy dissipation are analyzed and discussed for more detail.

2. COUPLED FLUID-STRUCTURE-SEDIMENT INTERACTION MODEL

The three-dimensional coupled fluid-structure-sediment interaction model is composed of a main solver and three modules. The main solver is a large-eddy simulation (LES) model based on extended continuity and momentum equations for incompressible viscous air-water flow that considers seepage flow in porous media, the motion of a movable structure, and the profile evolution of the seabed. The first module is a volume-of-fluid (VOF) module based on the multi-interface advection and reconstruction solver (MARS), which was an improvement of the VOF method, for tracking air-water interface motion. The second module is an immersed-boundary (IB) module based on the volume-force type of IB method for computing the motion of the movable structure. The third module is a sediment transport module for computing the seabed profile evolution induced by bed-load and suspended sediment transport and the motion of suspended sediment that considers all transport processes of pickup, advection, diffusion, and settling.

The modules are connected to the solver using a two-way coupling procedure to ensure fluid-structure-sediment interaction. In this study, the main solver, the VOF module, and the IB module were employed to compute the wave-induced motion of the movable crown. For completeness, the main solver, the VOF module, and the IB module are briefly presented below. A detailed explanation of the model can be found in Nakamura and Mizutani (2014). For a numerical analysis of fluid-structure interaction using the model, see Nakamura et al. (2017).

In the VOF method, the VOF function $F$ represents the volume fraction of water in each cell ($0 \leq F \leq 1$, where $F = 0$ for pure air, $0 < F < 1$ for air-water interface, and $F = 1$ for pure water). Similarly, a movable structure is represented as the volume fraction of the structure in each cell $F_{ob}$ ($0 \leq F_{ob} \leq 1$, where $F_{ob} = 0$ outside the structure, $0 < F_{ob} < 1$ for structure surface, and $F_{ob} = 1$ inside the structure) in the volume-force type of IB method. The fluid-structure interaction force $f^{ob}$ as a function of $F_{ob}$ is determined in such a way that the volume-average velocity $\bar{v}$ inside the structure is equal to the velocity of the structure $\bar{v}^{ob}$, and applied to fluids in numerical cells where $F_{ob} > 0$. Here, $\bar{v}$ is defined as $(1 - F_{ob}) \bar{v} + F_{ob} \bar{v}^{ob}$ ($\bar{v} = \text{fluid/seepage flow velocity}$), and the value of $\bar{v}^{ob}$ is calculated from $u^{ob} + \omega^{ob} \times r^{ob}$ ($u^{ob}$ and $\omega^{ob}$ are translational and angular velocity vectors of the structure, and $r^{ob}$ is relative position vector).
from the center of gravity of the structure).

The volume porosity \( m \) representing the volume fraction of void space in each cell (0 \( \leq m \leq 1 \)), where \( m = 0 \) for pure impermeable solids, \( 0 < m < 1 \) for porous media, and \( m = 1 \) for pure fluids) is assumed to be equal to the surface porosity. Furthermore, temporal variation in \( m \) is assumed to be sufficiently small. Based on these assumptions, the extended governing equations for continuity, momentum, and air-water interface motion are given as follows:

\[
\frac{\partial (mv_i)}{\partial x_j} + \frac{\partial (mv_i v_j)}{\partial t} = \dot{q}^* \tag{1}
\]

\[
\{m + C_d (1 - m)\} \frac{\partial v_i}{\partial t} + \frac{\partial (mv_i v_j)}{\partial x_j} = \frac{-m \dot{\rho}}{\rho} \frac{\partial \rho}{\partial x_j} + mg + \frac{m}{\rho} \left( f^e_i + R_i + f^\text{ob}_i \right) \tag{2}
\]

\[
1 + \frac{1}{\rho} \frac{\partial}{\partial x_j} \left( 2m \dot{\mu} D_i j + \frac{\partial}{\partial x_j} (-m \tau^e_j) + Q_i + m \beta_i \right)
= \frac{\partial F}{\partial t} + \frac{\partial (mv_i F)}{\partial x_j} = Fq^* \tag{3}
\]

in which \( p \) = pressure, \( x \) = position vector \([x\ y\ z]^T\), \( t \) = time, \( g \) = gravitational acceleration vector \([0\ 0\ -g]^T\) (\( g \) = gravitational acceleration), \( \dot{\rho} = F \rho_a + (1 - F) \rho_w \) = density of fluid (\( \rho_a \) and \( \rho_w \) = densities of water and air), \( \dot{\mu} = \mu_a + (1 - F) \mu_w \) = molecular viscosity of fluid (\( \mu_a \) and \( \mu_w \) = molecular viscosities of water and air), \( C_d \) = added mass coefficient, \( \beta \) = laminar and turbulent resistance force vector due to porous media, \( f^e \) = surface tension force vector based on the continuum surface force (CSF) model, \( \tau^e \) = turbulent stress tensor based on the dynamic two-parameter mixed model (DTM), \( D_i j \) = strain rate tensor, \( \dot{\tau}^e \) = intensity of wave generation source/sink per unit of time, \( Q \) = wave generation source/sink vector, \( \beta \) = artificial damping factor vector \([0\ 0\ -\beta \omega]^T\) (\( \beta \) = artificial damping factor), and superscript \( \text{a} \) = anisotropic part of a tensor. In deriving Eq. (2), the spatial variation in the porosity is taken into account \((\partial \dot{m}/\partial x_j \neq 0)\) to capture possible sharp changes in the porosity around the surface of the porous media. However, based on the formulation of CADMAS-SURF (12), the spatial variation in the porosity is assumed to be negligible \((\partial \dot{m}/\partial x_j = 0)\) only in deriving the pressure gradient term of the momentum conservation equation (the first term on the right-hand side of Eq. (2)). This is to ensure equilibrium between the pressure gradient term and the gravitational acceleration term (the second term on the right-hand side of Eq. (2)) in still water regardless of the spatial changes in the porosity. In Eq. (2), \( f^e_i, \ \tau^e_{ij}, R_i, \) and \( Q_i \) are given as

\[
f^e_i = \sigma \kappa \frac{\partial F}{\partial x_j} \frac{\partial \rho}{\partial x_j} \rho_{\text{avg}} \tag{4}
\]

\[
\tau^e_{ij} = L^\text{wa}_{ij} + C_d \beta L^\text{ra}_{ij} - C_S [D] \epsilon_{ij} \tag{5}
\]

\[
R_i = \frac{12 C_d (1 - m)^3}{m d^2_0} \frac{\partial \rho}{\partial x_j} \frac{\partial \rho}{\partial x_j} v_i - \frac{C_d (1 - m)^3}{2 m d^2_0} \frac{\partial \rho}{\partial x_j} \frac{\partial \rho}{\partial x_j} v_i \sqrt{v_i v_j} \tag{6}
\]

\[
Q = v_i q^* - \frac{2}{3} \frac{\partial}{\partial x_j} \left( \frac{m v_i^2}{\rho} \frac{\partial v_i}{\partial x_j} \right) \tag{7}
\]

in which \( \sigma \) = surface tension coefficient, \( \kappa \) = local surface curvature, \( \rho_{\text{avg}} = (\rho_a + \rho_w) / 2 \) = density of fluid at the air-water interface, \( C_d \) = laminar and turbulent resistance coefficients, \( d_{\text{avg}} \) = median grain size of sediment particles, \( \dot{\mu} = \mu_a + (1 - F) \mu_w \) = kinematic molecular viscosity of fluid \( (\nu_a \) and \( \nu_w \) = kinematic molecular viscosities of water and air), \( [D] \) = absolute value of the strain rate tensor \( D_{ij} \), and \( C_S \) = non-dimensional coefficients of the DTM, which are dynamically computed from the value of \( v \) at each time step. The modified Leonard tensor \( L^\text{wa}_{ij} \) and \( L^\text{ra}_{ij} \) in Eq. (5) are defined as

\[
L^\text{wa}_{ij} = v_i v_j - v_j v_i \tag{8}
\]

\[
L^\text{ra}_{ij} = \left[ \frac{v_i}{v_j} - \frac{v_j}{v_i} \right] \left[ \frac{v_i - v_j}{v_i} \right] - v_i \frac{v_i}{v_j} \tag{9}
\]

For the motion of the movable structure, the translational velocity \( u^\text{ob} \) and the angular velocity \( \omega^\text{ob} \) are calculated from the following conservation equations for momentum and angular momentum:

\[
m^\text{ob} \frac{du^\text{ob}}{dt} = f^\text{ex}_i + f^\text{re}_i \tag{10}
\]

\[
I^\text{ob} \frac{d\omega^\text{ob}}{dt} = e_{ijk} u^\text{ob}_i \left( f^\text{ex}_j + f^\text{re}_k \right) \tag{11}
\]

in which \( m^\text{ob} \) = weight of the structure, \( I^\text{ob} \) = inertia tensor around the center of gravity, \( f^\text{ex} \) = external force vector, and \( f^\text{re} \) = reaction force vector due to contact with the seabed. Assuming a sufficiently small shear force acting on the surface of the structure, the value of \( f^\text{ex} \) is calculated from

\[
f^\text{ex}_i = \sum_{l,j,k} F_{\text{ob}} \left( \frac{\partial p}{\partial x_l} + \rho_{\text{ob}} g \right) \delta_{ij} \Delta x_j \Delta y_j \Delta z_k \tag{12}
\]

in which \( \rho_{\text{ob}} \) = density of the structure, and \( \Delta x_j, \Delta y_j, \) and \( \Delta z_k \) = widths of numerical cells in the \( x, y, \) and \( z \) directions. When the structure touches the seabed, the value of \( f^\text{ex} \) is calculated on the assumption that the normal component of the relative velocity of the structure at each contact point is zero.
3. COMPUTATIONAL DOMAIN AND CONDITIONS

A schematic of the computational domain modeled from the experimental setup of Kotake et al. is shown in Fig. 2. Although the model used in this study is a three-dimensional model, a cross-sectional two-dimensional simulation with a unit long-shore distance was performed to reduce the computational time to realistic levels, because fine numerical cells were used, as will be described later in this section.

As shown in Fig. 2, the structure, consisting of a flood-control basin (240 mm wide and 560 mm high) surrounded by an 8-mm-thick movable crown and an impermeable vertical quay wall, was set in the computational domain, and an impermeable vertical wall (20 mm wide and 560 mm high) creating a 100-mm-wide wave overtopping pit was set behind the structure. To avoid wave reflection at the seaward and landward boundaries of the computational domain, a 14-m-long damping zone, which coincided with more than two wavelengths of incident regular waves, was attached on the seaward edge, and a 3-m-long damping zone on the landward edge. As illustrated in Fig. 2, the x axis, with an origin at the seaward surface of the structure, was positive landward, and the z axis, with an origin at the top surface of the movable crown, was positive upward.

Figure 3 shows details of the movable crown. In the hydraulic experiment, the hinge of the movable crown was placed 5 mm from its landward edge when laid flat (angle \(\theta = 0\) rad or 0\(^\circ\)), as shown in the left-hand figure of Fig. 3. In this condition, there was a 0.75-mm-wide gap between the edge of the movable crown on the landward side and the impermeable crown. This gap increased concomitantly with an increase in the angle \(\theta\), and finally the width of the gap was 1.75 mm when the crown opened maximally (\(\theta = 1.57\) rad or 90\(^\circ\)). However, it was not realistic to use very fine numerical cells that can resolve the changes of 0.75–1.75 mm associated with the changes in \(\theta\). In the numerical simulation, the position of the hinge and the gap were simplified according to the numerical cells, which will be explained later in this section. Specifically, the hinge was positioned 4 mm away from the landward edge of the movable crown, allowing the width to be \(b\) for both \(\theta = 0\) rad and \(\theta = 1.57\) rad, as indicated in the right-hand figure of Fig. 3. Although the width of the gap \(b\) could be adjusted for consistency of the rate of fluid inflow/outflow in both the hydraulic experiment and the numerical simulation, it would be difficult to ensure computational accuracy when the gap is represented using one or two numerical cells. In this study, it was assumed that the gap was represented using more than two numerical cells and filled with uniform porous media with a porosity of \(m\) and a median grain size of \(d_{50}\). Furthermore, the porosity \(m\) was assumed to be 0.5, and the median grain size \(d_{50}\) was varied to adjust the rate of fluid inflow/outflow from the gap. Regarding the motion of the movable crown, only Eq. (11) for analyzing the rotational motion of the crown was calculated out of Eqs. (10) and (11), because it was not necessary to consider the translational motion of the movable crown. In Eq. (11), \(I^{bc}\), \(\omega^{bc}\), and \(r^{bc}\) are redefined as inertia tensor around the hinge, angular velocity vector around the hinge, and relative position vector from the hinge. In addition, the value of \(f^{c}\) was calculated only when the movable crown was flat (\(\theta = 0\) rad) or in the maximally vertical position (\(\theta = 1.57\) rad). The density of the movable crown was set at \(1.19 \times 10^3\) kg/m\(^3\), the same density of the acrylic material used in the hydraulic experiment. It should
be noted that raised positions of the movable crown can be represented smoothly without resulting in stepped patterns, because the movable crown is expressed using $F_{ob}$, as explained in the previous section.

For the numerical cells, 2-mm square uniform cells, which equaled a quarter of the thickness of the movable crown (8 mm), were applied to the range of the movable crown movements ($0 < x < 240$ mm, $-10 < z < 200$ mm), and non-uniform cells were applied to the rest of the range in order to further reduce the computational time. The following were used for the boundary conditions of flow velocity and pressure: the slip condition for the bottom surface, structure surface, and vertical wall surface; the Sommerfeld radiation condition for the seaward and landward boundaries; and the constant-pressure condition for the top boundary. The following were used for the boundary condition of the VOF function, the gradient-free condition was applied to all the boundaries. The initial time step interval was set at 0.005 s, and the time step interval was decreased and increased automatically within its initial value based on the CFL (Courant-Friedrichs-Lewy) condition. Other parameters, including the gravitational acceleration $g$, were the same as those used in Nakamura and Mizutani.35

Although regular waves and tsunamis were employed as incident waves in the hydraulic experiment, three kinds of regular waves (Table 1) and a tsunami were selected in this study. In Table 1, $h$, $T$, and $H_i$ represent the still water depth, wave period, and wave height, respectively. For the regular waves, in order to investigate the difference in the rate of fluid inflow/outflow through the gap, two scenarios were simulated: one with no gap ($b = 0$ mm) and the other with a gap of five numerical cells ($b = 10$ mm). In the latter scenario, three different values of the median grain size of the porous media $d_{50}$ were adopted: 0.1 mm, 0.2 mm, and 0.5 mm. In addition, a scenario in which the movable crown with $b = 0$ mm was fixed at a horizontal position was analyzed to investigate the effect of the rotational motion of the movable crown. For the tsunami, its leading wave was modeled as an increase in the water level in the hydraulic experiment. In this study, a scenario in which an increase rate of the water level was 0.33 cm/s on the seaward side of the structure was simulated. For more detailed information on the tsunami, see Kotake et al.31 In this scenario, only the gap of $b = 10$ mm and $d_{50} = 0.5$ mm was selected because this condition yielded the most reasonable prediction in the scenarios of the regular waves, as will be described in the next section.

4. NUMERICAL RESULTS AND DISCUSSION

(1) Wave field around the structure and the behavior of the movable crown for regular waves

Figure 4 shows a comparison of the angle of the movable crown $\theta$ in which $t$ represents elapsed time. In Fig. 4, the circles (○○○) indicate the results of the hydraulic experiments by Kotake et al.31. The dashed line represents the $b = 0$ mm scenario without any gaps, and the dotted, dashed-dotted, and solid lines represent the $b = 10$ mm scenarios for different porous media of $d_{50} = 0.1$ mm, 0.2 mm, and 0.5 mm, respectively. As shown in Fig. 4, when the movable crown was set at $b = 0$ mm (dashed line) and $b = 10$ mm with the porous media of $d_{50} = 0.1$ mm (dotted line), the movable crown opened only once, failing to predict the experimental results. Figure 5 shows the wave field around the structure and the behavior of the movable crown when the width of the gap $b$ was set at 0 mm. In the figure, $p'$ represents pressure variation. Figure 5(a) shows that the movable crown was pushed up slightly by the air trapped in the flood-control basin when the water level was high. At this moment, the increase in the water level in the flood-control basin was slower.
than that in front of the structure. However, the pressure underneath the movable crown in the flood-control basin increased due to the raised pressure associated with the increased water level in front of the structure, and so raised the movable crown. After that, Fig. 5(b) shows that the flood-control basin was filled with water even at the time of backwash, because there was no gap for air to enter once the movable crown was closed. As shown in Fig. 5(c), the movable crown did not open even when the water level increased again, because there was no air in the flood-control basin. Similar tendencies were observed for the movable crown with $b = 10 \text{ mm}$ and $d_{50} = 0.2 \text{ mm}$ (dashed-dotted line in Fig. 4). Although this condition allowed a slightly easier air inflow, the crown opened only twice. Furthermore, although the crown opened a second time up to a degree of 0.06 rad, it did not clearly repeat the movement, suggesting an underestimation of the experimental results. On the other hand, for $b = 10 \text{ mm}$ and $d_{50} = 0.5 \text{ mm}$ (solid line in Fig. 4), the movable crown opened up to approximately 0.06 rad, and was followed by greater upward movement, which agreed reasonably well with the experimental results. For this case, the wave field around the structure and the behavior of the movable crown are shown in Fig. 6. As seen in Fig. 6(a), the air trapped in the flood-control basin pushed up the movable crown slightly, and the air was expelled from the gap. The movable crown was then raised more significantly by the increased water level in the flood-control basin, and some of the water was discharged from the gap to the seaward side (Fig. 6(b)). As indicated in Fig. 4, although the maximum values of $\theta$ were slightly underestimated compared to the experimental results, they fluctuated depending on the different wave conditions in the flood-control basin, which suggests similarities with the experimental results.

Figures 7 and 8 compare the water level changes $\eta$ in front of the structure (W1 in Fig. 2). For $T = 0.8 \text{ s}$, as shown in Fig. 7, no obvious difference was observed among the different conditions of the crown and the gap, suggesting reasonable agreement.
with the experimental results. This agreement includes the fluctuations of the amplitude of $\eta$ after the fourth wave ($t/T > 3.0$), when the wave field was sufficiently stable, although there were slight differences at around $t/T = 5.4$ and $6.4$. On the other hand, for $T = 3.2\, s$, Fig. 8 shows a small difference between the fixed crown (dotted line) and the movable crown with $b = 0\, \text{mm}$ (dashed line), suggesting an overestimation of the experimental results in terms of the amplitude of $\eta$. Compared with these two scenarios, the amplitude of $\eta$ for the movable crown with $b = 10\, \text{mm}$ and $d_{50} = 0.5\, \text{mm}$ (solid line) is slightly smaller, suggesting a similarity with the experimental results. However, the troughs still tended to be slightly overestimated after the third wave ($t/T > 2.0$), when the wave field was sufficiently stable. Based on the observation of peaks and troughs, the wave shapes seem uneven, suggesting a small disturbance in the water level. This tendency is more obvious from the numerical results, although this is also observed in the experimental data. The small disturbance in the peaks is due to the air flow from the opened movable crown, while the small disturbance in the troughs is due to air bubbles created by air flow entering the flood-control basin from the gap in the crown. The overestimation of the troughs can be explained by the influence of air bubbles on the waves. In this scenario, the reflection coefficient was observed to be between 0.8 and 0.9 in the hydraulic experiment. In order to investigate the mechanism of the lowered reflection coefficient, Fig. 9 shows the distributions of the average water level, average flow velocity, and average vorticity $\vec{\omega}$ around the structure for the same scenario as Fig. 8. Each average value was calculated from the numerical results during the two wave periods from $t/T = 4.0$ to $t/T = 6.0$, and the positive $\vec{\omega}$ indicates counterclockwise vortices. In Fig. 9, the average water level represents contour lines with the average VOF function of 0.5. In order to derive the average vorticity in the water phase, the products of vorticity and VOF function were calculated at each time, and their average was defined as $\vec{\omega}$. As seen in Fig. 9, there was no major difference in the distribution of $\vec{\omega}$ between the fixed crown (Fig. 9(a)) and the movable crown with $b = 0\, \text{mm}$ (Fig. 9(b)). For the
movable crown with $b = 0$ mm, as explained earlier, the crown opened only once at the beginning despite its movable state. This suggests that the wave energy dissipated by the rotational motion was relatively small, resulting in the small difference between the fixed crown and the movable crown with $b = 0$ mm. A similar explanation seems to apply to Fig. 8, which shows no significant difference in the water level changes $\eta$. On the other hand, for $b = 10$ mm and $d_{50} = 0.5$ mm, Fig. 9(c) shows that although the distribution of $\bar{\omega}$ in front of the structure ($x < 0$ mm) slightly differs from those in Figs. 9(a) and (b), there was no major difference in absolute values between the three scenarios. A similar tendency is also observed for $\bar{\omega}$ below the still water surface in the flood-control basin ($0 < x < 240$ mm, $z < -80$ mm). However, a greater dissipation of the wave energy was inferred from the greater absolute value of $\bar{\omega}$ above the still water surface in the flood-control basin and above the structure, because there was greater inflow and outflow of fluid through the gap in the crown due to the increased motion of the movable crown, as mentioned earlier. In addition, it was inferred from Fig. 4 that the wave energy dissipation associated with the motion of the movable crown was greater than that for the other scenarios. Consequently, the wave energy was dissipated effectively, which contributed to lowering the amplitude of $\eta$ (Fig. 8).

Finally, the water level changes $\eta$ in the wave overtopping pit (W2 in Fig. 2) are compared in Figs. 10 and 11. For $T = 0.8$ s, Fig. 10 shows that although slight fluctuations were observed for the fixed crown (dotted line), a small amount of wave overtopping predicted in the numerical simulation was in agreement with the experimental data (circles). Similar to Fig. 8, for $T = 3.2$ s, Fig. 11 indicates that there was no significant difference between the fixed crown (dotted line) and the movable crown with $b = 0$ mm (dashed line), which suggested an overestimation of the experimental results. As shown in Fig. 8, the water level changes $\eta$ in front of the structure, particularly the wave peaks, were overestimated. In addition, as shown in Fig. 4, the
crown did not seem to provide a lowering effect against wave overtopping because of its immobility, except just before $t/T = 2.0$ when the crown opened only once. For these two reasons, the increase in the water level in the wave overtopping pit was overestimated. Conversely, Fig. 11 suggests that the numerical results for $b = 10$ mm and $d_{50} = 0.5$ mm (solid line) underestimated the experimental data. In this scenario, the wave peaks were generally consistent (Fig. 8). Furthermore, the overall movement of the movable crown was captured reasonably well, although the maximum values of $\theta$ were slightly underestimated (Fig. 4). Despite this, the increase in the water level in the wave overtopping pit was underestimated, as described earlier. This unconformity can be explained by the different wave overtopping rates through the gap. In the numerical simulation, the width of the gap decreases gradually as the angle of the movable crown $\theta$ increases, showing the smallest gap at $\theta = 0.79$ rad (45°). On the other hand, in the hydraulic experiment, the gap did not decrease as much because the landward surface of the movable crown was curved, possibly resulting in the underestimation of wave overtopping from the gap. This also suggests greater wave overtopping rates in the hydraulic experiment. Consequently, it is essential to provide countermeasures to mitigate wave overtopping from the gap in this structure.

As described so far, the predictive capability of the model was demonstrated in terms of the wave field around the structure and the behavior of the movable crown. In addition, the mechanisms of the movable crown behavior and wave energy dissipation were revealed from the analysis of the numerical results. Specifically, it was found that the motion of the movable crown was affected by the air trapped in the flood-control basin at the time of uprush and the air flow entering the flood-control basin at the time of backwash. Furthermore, it was demonstrated that the rate of fluid inflow/outflow through the gap is an important parameter, because it influenced not only the movable crown behavior and wave overtopping rates, but also the wave field in front of the structure. As a result, it is verified that the model is a useful tool in designing the structure, because it allows appropriate evaluation of the performance of the structure if conformity with the hydraulic experiment is achieved for the fluid inflow/outflow rate.

(2) Wave field around the structure and the behavior of the movable crown for tsunamis

Figure 12 shows a comparison of the water level changes $\eta$ in front of the structure (W1 in Fig. 2), those in the wave overtopping pit (W2 in Fig. 2), and the angle of the movable crown $\theta$ during the tsunami attack ($b = 10$ mm, $d_{50} = 0.5$ mm).
the limitation of the experimental setup.

As shown in Fig. 12, the numerical model predicts well the elevation of the water level in front of the structure (W1 in Fig. 2). The angle of the movable crown $\theta$ increased slowly for approximately 20 s up to $\theta = 0.8$ rad, and then increased rapidly up to the maximum angle ($\theta = 1.57$ rad or $90^\circ$), which was in good agreement with the experimental results. For this case, the wave field around the structure and the behavior of the movable crown are shown in Fig. 13. As seen in Fig. 13(a), the movable crown begins to increase as the water level in the flood-control basin reaches up underneath the crown. After that, the angle of the movable crown $\theta$ increases gradually as the water level increases, resulting in the disturbance of the water surface in the wave overtopping pit due
to wave overtopping from the gap (Figs. 13(b) and (c)). From \( t = 80.0 \text{s} \) to \( t = 80.5 \text{s} \), the movable crown rose rapidly (Fig. 13(d)). Subsequently, continuous wave overtopping was observed with the movable crown raised at the maximum angle (Fig. 13(e)), and finally the wave overtopping pit was filled with water at \( t = 100 \text{s} \) (Fig. 13(f)). Figure 12 also shows that the elevation of the water level in the wave overtopping pit (W2 in Fig. 2) was well predicted up to shortly after \( t = 80 \text{s} \). However, the subsequent elevation of the water level was underestimated. Specifically, in the hydraulic experiment, the rising rate of the water surface increased gradually, and finally the water surface reached the full level of the wave overtopping pit (\( \eta = 16.0 \text{ cm} \)) at \( t = 90 \text{s} \). In the numerical simulation, the water level continued to increase at almost the same rising rate. As mentioned earlier, the width of the gap \( b \) was increased from 0.75 mm to 1.75 mm with an increase in the angle of the movable crown \( \theta \) in the hydraulic experiment, whereas the width of the gap \( b \) decreases from 10 mm to 8.4 mm at angles of \( \theta = 0 \text{ rad} \) to \( \theta = 0.79 \text{ rad} \), and conversely increases from 8.4 mm to 10 mm at angles of \( \theta = 0.79 \text{ rad} \) to \( \theta = 1.57 \text{ rad} \). This difference led to an underestimation of the fluid inflow/outflow rate, resulting in the underestimation of the water surface elevation in the wave overtopping pit.

From these results, it was demonstrated that the numerical model can be applied to tsunamis as well as regular waves in designing the structure. However, the results also suggest that the relation between the fluid inflow/outflow rate through the gap and the angle of the movable crown \( \theta \) in the numerical simulation should be identical to that in the hydraulic experiment particularly when analyzing the wave overtopping rates behind the structure in detail, including the delay time of the onset of inundation.

5. CONCLUSIONS

In this study, a three-dimensional coupled fluid-structure-sediment interaction model\(^4\), which has the computational capability for analyzing air-water-structure interactions, was applied to a hydraulic experiment\(^3\) of a tsunami/storm-surge mitigation structure attached with a movable crown. To demonstrate the predictive capability of the model, numerical results computed using the model were analyzed and compared with experimental data in terms of the water level changes around the structure and the behavior of the movable crown. Furthermore, numerical results were further analyzed and discussed to investigate the mechanisms of the movable crown behavior and wave energy dissipation. The main conclusions from this study are summarized below:

1. The relation between the fluid inflow/outflow rate through the gap in the crown and the angle of the movable crown is an important parameter in predicting the wave field around the structure and the behavior of the movable crown. This suggests that the parameter in the numerical simulation should be identical to that in the hydraulic model when conducting a numerical simulation of other types of structures significantly affected by fluid inflow/outflow rates from gaps.

2. The influence of the air behavior is of significance for this structure. Specifically, it was observed that the movable crown was slightly raised by the air trapped in the flood-control basin, and then raised further by an increase in the water level in the flood-control basin. In addition, it was observed that the behavior of the movable crown was influenced by the air flow entering the flood-control basin from the gap at the time of backwash.

3. The structure has the mechanism of effective wave energy dissipation by the motion of the movable crown and vortices forming above the still water surface in the flood-control basin and above the structure.

However, this study revealed new challenges in that the computational capability of the model is somewhat unsatisfactory in predicting the water level changes in the wave overtopping pit and the angle of the movable crown with high accuracy. In further investigation, it is essential to obtain conformity in the parameter for both the hydraulic experiment and the numerical simulation.
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