Cognitive neuroscience of motor learning and motor control
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Introduction

Living beings and man, in particular, continuously influence their environment and adapt to varying situations. Adaptation is an active function and critical for survival (and reproduction), and often involves learning, traditionally defined as a relatively permanent change in a behavior potentiality that occurs as a result of reinforced practice1), and the flexible control over and execution of what has been learned. Among the important functions for interacting with the environment are movement and actions. There is strong evidence that the learning and control of such motor skills constitutes a specific domain of competence. Thus, changes in motor behavior (motor learning) usually require practice and often last longer than newly acquired declarative knowledge and memories. For example, once an individual has learned to ride a bicycle, he or she usually maintains this motor skill over many years without further practice. In contrast, one is apt to quickly forget details of historical facts when the need to retain them subsides, for example, after an exam. Such observations suggest that motor skills and declarative knowledge are mediated by different neurocognitive mechanisms and brain systems. Indeed, learning of motor skills has been related to such neuroanatomical structures as the cerebellum, primary motor cortex (M1), or supplementary motor area (SMA), whereas the acquisition of declarative knowledge requires the medial temporal lobe and diencephalic structures2,3).

In this review, focus is given to the cognitive brain functions associated with motor learning and the control of learned motor behavior, as revealed by non-invasive studies in humans. After providing a definition of motor control and learning, the tasks adopted in previous studies are introduced, and some important findings about motor behavior and pertinent theoretical models are described. Relying mainly on findings obtained with the event-related potential (ERP) technique, but also with neuroimaging, the review focuses on motor learning and motor control in skilled actions, with an emphasis on movement preparation and performance monitoring.

A motor skill has been defined as the ability to carry out motor acts intentionally, in order to bring about predetermined results5); motor skills are learned only through practice. Conversely, motor learning refers to the acquisition of skilled movements by practice, yielding long-lasting efficient movements. Therefore, an important point in motor learning is the permanence of altered behavior potentiality and thus the strength of motor memory representations over time. This can be assessed in retention tests after a suitable interval following an acquisition phase. A further important point in motor learning is the generalizability of what has been learned to a new variation of the practiced skill or to a different situation or context6); generalizability can be assessed in transfer tests. Retention and transfer tests immediately following practice may be insufficient to establish motor learning. Often, immediate tests fail to reveal any learning effect even if learning has indeed occurred as revealed by a test on the next day or later. The interval between practice and retention or transfer tests is also called an offline period, during which consolidation of motor memories occurs7).
Theories of motor control and learning

As a framework for the present review, some important concepts and models of motor control and learning will first be explained. One should distinguish between motor control of slow and rapid movements. When relatively slow movements are to be executed, one can use proprioceptive and visual feedback information in order to achieve the predetermined results by correcting any discrepancies between the attempted and achieved movement. The closed-loop theory\(^8\) emphasizes the importance of the perceptual trace, that is, the representation of an attempted movement. When there is a discrepancy between the perceptual trace and feedback information about an ongoing movement, an error signal will be sent to the motor control system allowing for an appropriate correction of the ongoing movement. Closed-loop control occurs only when feedback information can be used, and therefore does not operate for purely ballistic movements (see below). Examples of closed-loop movements are figure skaters making near perfect circles while keeping their balance or car drivers performing a turn, precisely adjusting steering directing and driving speed.

In contrast to slow movements under closed-loop control, ballistic movements are thought to be controlled by motor programs that are independent of feedback, which is referred to as open-loop control. Keele (1968) formally defined a motor program as “a set of muscle commands that are structured before a movement sequence begins, and that allows the entire sequence to be carried out uninfluenced by peripheral feedback”\(^9\). Thus, performers of ballistic movements cannot use proprioceptive feedback to evaluate and modify their ongoing movement before it is completed. For example, hard punches in boxing and batting in baseball are primarily controlled by motor programs and cannot be altered during their execution by means of proprioceptive or visual feedback. Hence, learning ballistic movements can only rely on the information returned after movement completion, whereas for non-ballistic skill acquisition closed-loop control can be used to evaluate success even during the movement.

Schema model of Schmidt

In order to initiate a movement according to the closed-loop theory\(^8\), one has to retrieve the intended action\(^1\) from previous experience (i.e., memory trace). This theory suggests that one must have stored representations of many different movements. However, this idea poses two problems. First, if every conceivable motor experience was stored in memory, storage capacity would soon be exceeded (storage problem). Second, contrary to a prediction of the closed-loop theory, subjects can perform even novel skilled movements relatively well on the first occasion (novelty problem)\(^1,12\).

To overcome the storage and novelty problems, Schmidt proposed the so-called schema theory\(^4\). According to this theory, only abstract forms of movements can be stored in memory (i.e., a schema or rule). In addition, we seem to use generalized motor programs (GMPs) that regulate similar kinds of movements, belonging to the same motor class determined by the invariant characteristics of actions (e.g., throwing a ball and spiking a ball in volleyball share similar motor properties). A GMP contains an abstract representation about the temporal structure of events (i.e., phasing), the relative force, and the sequence of events that is needed to produce the action.

Like a mathematical formula a schema represents the relationship between internal motor parameters and movement outcome. To determine this relationship, only a few experiences of performing the movement may be sufficient. Once an individual has constructed a recall schema, they can inversely determine specific parameters to be applied to the GMP. Thus they can easily succeed in throwing a ball at a target located at a distance that they have never aimed at before, by determining a specific force parameter from the recall schema and applying it to the GMP associated with the throwing movement. According to the schema theory, the recall schema dominates in ballistic movements. For slower movements the recognition schema is more important. The recognition schema represents the relationship between sensory consequences and movement outcomes. By means of the recognition schema one’s own movement can be evaluated\(^11\).

The schema theory and closed-loop theory make different predictions for the optimal practice schedule of a novel movement. The closed-loop theory suggests that the repetition of the same movement is essential to learn a skill, strengthening the perceptual trace; this idea seems to fit an individual’s daily experience. However, the schema theory predicts better performance after practicing several different, but related motor tasks, and variations of a task, even with fewer trial numbers than repeatedly practicing the same task. In a test of these predictions, Shea and Kohl (1991) examined the learning effects for four practice conditions in a target force production task (20 blocks consisting of five test trials: 150 N, Experiment 1)\(^13\). In the specific + space condition, the learners practiced only the test trials (150 N exertion, 100 test trials in total) with 16-s intervals between trials (intertrial interval: ITI). In the specific + specific condition, the learners performed the three additional test trials during the ITI, resulting in 4-s intervals between trials (340 test trials in total). In the specific + variable condition, the learners exerted three trials during the ITI, but the target forces were 25 or 50
N above or below the target force on test trials (i.e., 100, 125, 175, and 200 N). In the specific + alternative condition, the learners performed a tracking task during the middle 12 s of the ITI. Poorer performance (i.e., larger errors) was found in the specific + variable condition than in the other conditions during the acquisition phase. However, on a retention test on the next day, the specific + variable condition showed the best performance, whereas the specific + specific condition was worst (the two other conditions showed intermediate results). Similar results were also found in Experiment 2123), and these results were consistent with their previous study14). This inversion of performance, between training and retention test, supports the predictions of the schema theory.

The inversion of performance on retention tests or positive transfer can also be explained by what is known as contextual interference, originally discovered in verbal learning studies15,16). Contextual interference is defined as “the effect on learning of the degree of functional interference found in a practice situation when several tasks must be learned and are practiced together (p. 244)”17). According to contextual interference, an increased amount of inter-task interference will result in better performance on retention tests and therefore random practice should show better performance than blocked practice. For example, in learning the skills of tennis serve, volley, and backhand stroke, randomly-mixed practice of these movements should induce contextual variance, resulting in better learning than block-wise practice of each movement. Supporting this counterintuitive prediction of contextual interference, previous studies have demonstrated the advantage of random practice in motor learning18).

Event-related potentials: tools of cognitive brain function

There are many methods for studying neural mechanisms of motor learning and motor control, such as functional magnetic resonance imaging (fMRI), positron emission tomography (PET), recordings of the electromyogram (EMG), electroencephalogram (EEG), and event-related brain potentials (ERPs), transcranial magnetic stimulation (TMS), and the elicitation of reflexes. Because of their relative ease and noninvasiveness, excellent time resolution, relative mobility, and inexpensiveness, ERPs are of special importance. Therefore, we will introduce this technique in some detail.

ERPs are derived from EEG recordings by averaging selected time epochs synchronized to an event, for example, to a stimulus, muscle activation, or a button press. The average signal derived by this process consists of a complex waveform with positive and negative deflections during certain time intervals and with a specific voltage distribution across the head surface. Using such characteristics, so-called components can be defined; and in many cases they can be related to putative cognitive subprocesses that take place in specific brain systems. Some of these components are of special interest for motor control and motor learning.

Scalp-recorded movement-related cortical potentials (MRCPs) start about 2 s prior to self-paced voluntary movements19,20) and include several different components: (1) a gradual and bilaterally symmetrical negativity (Bereitschaftspotential: BP), (2) a steeper asymmetrical negativity (negative slope: NS’), (3) a small pre-motion positivity (PMP), (4) a transient small negative deflection (motor potential: MP), and (5) a large positive deflection (reafferent potential: RAP)21,22). The negative slow wave, including the BP and NS’, are commonly referred to as the readiness potential (RP). As a post-movement component similar to MPs (pre-movement component), the N+5021) or fpMP (frontal peak of motor potential)23) was reported to be maximal over frontal regions contralateral to the responding limb.

From the asymmetry of the BP as a function of the effector prepared for movement, a popular measure for effector-specific response preparation has been derived, the so-called lateralized readiness potential (LRP)24). When a task requires left- or right-hand movements, for example, a button press or dynamometer squeeze, the BP (i.e., NS’) is more negative over the primary motor cortex contralateral to the responding hand. The pure response-hand related asymmetric can be extracted by (1) calculating the difference between the contra- and ipsilateral EEG for each (required) hand and (2) averaging these different waves. Negative deflections of the LRP reflect the activation of the correct response hand in a given task, whereas positive deflections indicate the activation of the incorrect hand. Source localization and intracranial recordings indicate that the LRP is generated at least in part by the M124). This is also in line with the polarity inversion of the LRP when lateralized foot responses are required, because the representation of the foot muscles in M1 is located on the medial banks within the fissura interhemispherica, projecting its negativity to the hemisphere ipsilateral to the activated foot25). This representation is specific to the M1 and not found in other motor areas.

The BP is presumed to be part of a further ERP component, which is elicited when a warning stimulus or cue announces a second stimulus, which requires a response. Between the warning stimulus and the response signal, there is usually a negativity with a maximum at central recording sites, which has been termed the contingent negative variation (CNV)26). When the inter-stimulus interval is long enough, a first negativity, following the warning signal, can be distinguished from a negativity preceding the response signal. The latter has been related to the BP even if such negativities can be observed also in situations without response requirements. Both LRP and CNV have been shown to be useful in exploring motor control and motor programming, and are reviewed following.
Neural basis of motor learning

According to Doyon and Benali (2005), tasks in motor learning studies can be classified into two main categories: (1) motor sequence learning (MSL) that is related to the acquisition of motor skills, and (2) motor adaptation that is related to the capacity to compensate for environmental changes. In addition, Willingham (1999) suggested that four processes are involved in motor control: (1) strategic processes associated with selecting environmental goals, (2) perceptual-motor integration, (3) sequencing spatial targets, and (4) dynamic processes that translate the sequence of spatial targets into muscle activity. Motor learning is necessary whenever one or more of these motor control processes needs improvement because the action goal cannot be achieved. Thus, when current perceptual-motor integration is altered – for example when wearing prism spectacles – a new relationship between vision and proprioception must be learned. Willingham (1999) suggested that the four motor control processes relies on different brain systems. Thus, the dorsolateral frontal cortex appears to be involved in strategic process, posterior parietal cortex in perceptual-motor integration, and both the basal ganglia – especially the putamen and supplementary motor area (SMA) – are important for learning motor sequences, and interneurons in the spinal cord are responsible for dynamic movement control.

For understanding the neural basis of motor learning, it is helpful to consider simple arbitrary associations between stimuli and responses. In sensorimotor learning a categorical mapping between a sensory cue and an already-acquired skilled movement is made; therefore sensorimotor learning differs from acquiring a new motor skill. In rhesus monkeys, activity of the premotor cortex changes during the acquisition of arbitrary sensory-motor associations, suggesting that the premotor cortex plays a role in the selection of movements on the basis of stimulus context. Lalazar and Vaadia (2008) reviewed previous findings and emphasized the involvement of the hippocampus, the caudate, the globus pallidus, and the prefrontal cortex in learning the mapping between an arbitrary cue and a rewarded action during the early stages of learning. On the other hand, during the late stages of learning, the putamen showed efficient and selective firing, representing retrieval of the association. Concerning more complex learning that alters kinematics, neuronal changes in the SMA relate to gains during early phases of motor learning, whereas changes in M1 seem to be involved in the later and slower phases of motor learning. The activation of M1 in later phases of learning was also supported by other studies. Using two rapid sequences of finger movements with the non-dominant hand (a training sequence and a mirror-reversed control sequence), Kami et al. (1995) found that in the first session (Day 1) a comparable extent of M1 activity (in functional magnetic resonance imaging: fMRI) was found for both sequences; however, after three weeks of daily practice, the extent of activation in M1 associated with the trained sequence was larger than for the unpracticed sequence.

Although most cognitive neuroscientific studies of motor learning used simple movement tasks (e.g., sequential button presses or serial reaction time paradigms), an interesting study by Grafton and colleagues recorded PET during execution of a pursuit rotor task where participants tried to keep the tip of a stylus in contact with the target area on a rotating disk. This study showed that motor execution itself is related to widely distributed networks in the cortex, basal ganglia, and cerebellum; whereas longitudinal increases in neuronal activity, representing learning, was found in the left motor cortex, left SMA, and pulvinar thalamus. Because Grafton et al. (1992) did not investigate the changes of these regions in a retention test, the true learning effects remain unclear. Interestingly, the authors failed to see any longitudinal changes in activity of the cerebellum in their pursuit rotor task. In their follow-up study where the pursuit rotor task was conducted on two consecutive days, they found that the activity of the putamen was still related to learning on Day 2. Thus, the putamen seems to be involved in learning, which is consistent with other findings about this region.

Doyon and colleagues found similar results in highly skilled knitters by comparing brain activity (recorded by fMRI) during fully-automatized skillful stitching and a newly learned stitching. The authors found that the over-learned stitch induced activation of the parietal cortex, SMA, and putamen, but not the cerebellum; whereas the newly learned stitch activated the cerebellum as well as the putamen and globus pallidus. Differences between overlearned and learned stitching skills were found in activation of the basal ganglia and premotor regions as automaticity effect. Knitting is a MSL task and can be contrasted with other tasks such as target reaching and motor adaptation (e.g. joystick use). In these tasks, activity in the putamen and motor areas was found during the early stages of learning, but activity in the cerebellum and parietal cortex was increased only during the late stages of learning. To interpret these different findings about cerebellar activity, the model proposed by Doyon and Benali (2005) is helpful. They suggested that MSL relies on the cortico-striatal system, whereas motor adaptation relies on the cortico-cerebellar system (Fig. 1).

Motor learning processes have been classified into three major stages: (1) Early motor learning is also called the cognitive or verbal-motor stage, and is characterized by considerable improvement of a novel task, but inconsistency in movement. (2) During the associative or motor stage, less improvement is found, but movement, per se, becomes more consistent. (3) During the autonomous stage, learners automatically perform the task, and may even pay attention to other things during its execution.
Other researchers have proposed a similar classification of motor learning. For example, Doyon and colleagues distinguished five phases of motor learning (Fig. 1). (1) Fast (early) learning is comparable to the cognitive stage. (2) Slow (later) learning induces further gains across several sessions of practice. In addition to these stages, there are (3) consolidation, (4) an automatic phase of skilled behavior, and (5) retention after long delays without practice. Consolidation occurs during the interval between practice sessions. This phenomenon is very important for motor learning processes. The improvement in performance following rest or between practice sessions is also known as reminiscence; reminiscence contrasts with reactive inhibition, which may occur during practice sessions. Recent theories emphasize consolidation after more than 6 hours following the first practice session. A model of motor learning proposed that consolidation of a motor adaptation skill is implemented in the cerebellum and consolidation of a motor sequence is implemented in the striatum.

The importance of internal models for precise movement control, acquired by the cerebellum through practice, should also be mentioned. Evidence that multiple internal models exist in the cerebellum was shown by Imamizu and colleagues by scanning cerebellar activity with fMRI. A visuomotor tracking task required participants to learn a new coordination between a cursor on the monitor that appeared in a position rotated 120 degrees relative to the standard position and the position of a mouse device. Although the activity of the lateral cerebellum decreased as learning progressed, the authors succeeded in showing representations of internal models near the posterior superior fissures of the cerebellum by subtracting error signals estimated with performance. This finding fits the adaptive control system theory using a feedback-error-learning scheme that was proposed by Kawato and Gomi. This model proposes that motor areas (and related areas) detect discrepancies, between the desired and the actual move-

![Fig. 1](image_url) A model of Doyon and colleagues describing the cortico-striatal and cortico-cerebellar systems for motor learning. Blue parts represent structures involved in motor sequence learning, whereas red parts represent structures involved in motor adaptation. Other brain regions (black) are involved in both types of motor learning (adapted from Doyon and Benali, 2005).
ment, as error signals that are conveyed to the cerebellum in order to regulate movement by feedback control. On the other hand, even without feedback, the model can produce near-perfect movements using an inverse model implemented in the cerebellum (feed-forward control). This system might be responsible for the underlying neural mechanisms of representations as proposed by the closed-loop and the schema theories.

ERP research on motor learning

So far, only a few ERP studies have tested motor learning. Taylor (1978) found that the Bereitschaftspotential (BP) steadily increased only during the acquisition stage of a motor learning skill (i.e., six button presses in a specific sequential pattern), but diminished over right-central (C4, ipsilateral side to responding hand) and midfrontal (Fz) regions after performance had reached asymptote. This study adopted a sequential task where participants learned to chunk the response sequence, resulting in shorter response times. Based on other findings, the increasing amplitude, during the early phase of learning, seemed to be due to increased activation of the SMA, a potential generator of the BP; and the diminishing amplitude, after reaching performance asymptote, seemed to include less activation of both the SMA and M1. This study suggests that motor activity might be reduced after optimization of performance, although the result could also be explained by diminished attention demands after learning.

Takasawa (1989) investigated how the BP alters as a function of practice in a target force production task. Participants practiced exerting a target force (ranging 16 to 20 N for an easy task, and 17 to 19 N for a difficult task) by isometric flexion of the index fingers (3 blocks consisting of 60 trials for each task on different days). The characteristics of this task are independent of visual information and only rely on feed-forward control of muscular contraction. Performance did not improve through practice, probably because the task was inherently difficult to learn. The BP did not systematically change in amplitude through practice, but it started earlier for the more difficult task. Following this study, Masaki (1997 unpublished PhD dissertation) tested the same force production task (target force range was 12 to 16 N) on 5 consecutive days. Although performance correctness increased, especially from Day 1 to Day 2, the amplitude of the BP did not change with practice. On the other hand, the BP started earlier as a function of practice, suggesting that motor programming implemented by the SMA needs time to be modified during the early stage of learning.

In an fMRI study, Cross and colleagues investigated the neural underpinnings of contextual interference during learning of a set of three 4-element sequences with the left hand (right-handed participants), comparing blocked and random practice. During training, the random practice group performed worse than the block group; but on the retention task, the random practice group performed better. Participants were allowed to rehearse the instructed sequence of button presses before they initiated the movement. During this study time the random group showed greater activity in the sensorimotor and premotor regions compared to the block group. These results suggest that reconstruction of the motor program, which should have been more in demand in the random group, relies on motor related areas. This study, as well as the above-mentioned ERP studies, indicates that motor preparation is a key process to investigating motor learning.

Motor control

As mentioned above, it has been suggested that motor preparation is reflected in activity of the brain regions associated with motor control and learning. Therefore, the BP has been investigated as an index of activity of those brain regions. Indeed, focusing on the BP, several studies have investigated brain activities associated with retrieval of the generalized motor program. In a target force production task, Masaki and colleagues compared a task repetition condition where participants repeatedly produced the same target force (i.e., 13 N) and an alternation condition where they alternatively produced three different target forces (i.e., 5, 13 and 21 N) in every trial. When participants repeatedly exerted the same target force, they were considered to repeatedly apply the same force parameter to the motor program. Of course, they had to modify the force parameter at each trial using feedback information (knowledge of results), but the modification must have been less effortful than in the alternation condition, in which they had to apply a different force parameter to the motor program in every trial. Masaki et al. (1997) found a larger late component of the BP (i.e., NS) in the alternation condition (in the 13 N target trials) than in the repetition condition (Fig. 2A).

Following up this experiment, Masaki and colleagues investigated the effect of reconstructing motor programs on the BP. The authors hypothesized that when different tasks implemented by distinct motor programs are performed alternatively, the motor programs for each task have to be reconstructed in every trial. Masaki et al. (1998) inserted visuomotor tracking tasks in between force production trials. They found a larger BP preceding force exertion in the visuomotor tracking condition than in the repetitive condition where only a force production task was executed repeatedly (Fig. 2B). In terms of morphology, the increased BP emerged earlier than in the force parameter modification study, representing the reconstruction of motor programs in accordance with the temporal relationship between motor programming and response parameter supply.

It should be noted that these studies counter-balanced the order of conditions across participants. Thus, they fo-
Focused on neural mechanisms of motor control rather than on motor learning. Force parameter modification may be processed in both the M1 and SMA; and reconstruction of motor programs may be processed in the SMA because a previous study suggested that the BP is generated primarily by the SMA, and NS' is generated by both the SMA and M1.

Movement preparation

As has been pointed out above, ballistic movements have to be prepared in advance; but preparation for non-ballistic movements is also important. Usually there are two kinds of preparation, time preparation and event preparation; although, in practice, both types usually co-occur. Time preparation relates to the moment in time at which a movement is to be executed. For example, the better a sprinter prepares for the moment of the start signal, the quicker he or she will be able to leave the starting block. In contrast, event preparation refers to the kind of movement to be performed. A goalkeeper preparing for a penalty shot may ready himself/herself to jump to the left or right. Obviously, correct preparation will greatly increase his or her chances to catch the ball. Because there is less neuroscientific work on time preparation (an exception\(^46\)), we will focus on event preparation (for a more in-depth review see Leuthold, Sommer, & Ulrich, 2004\(^47\)).

The paradigm, which has been used most often to study event preparation from a psychophysiological perspective is the precueing paradigm\(^48\). In this paradigm a precue provides more or less advance information about the action to be performed in response to a subsequent response signal. A typical experimental result is that the higher the amount of information provided by the precue, the shorter the reaction time will be to the response signal. For example, Rosenbaum (1980) reported an experiment that required participants to perform a button press with the left or right hand on a button that was located either at a short or long distance from a home key in a direction towards or away from the participant\(^48\). The required response was fully specified by a response signal. A precue preceding the response signal could provide advance information about the required response. The more information the precue provided, the shorter the reaction time (RT) was to the response signal. Thus, hand information shortened the reaction time, relative to an uninformative precue, and information about hand plus direction shortened the RT even more. Rosenbaum (1980) suggested that the RT benefit occurs because precue information allows parts of the motor program to be assembled in advance of the response signal. This position was contested by Goodman and Kelso (1980) who suggested that the advantage was due to a reduction of stimulus response alternatives, which are obviously fewer when more information is provided, and hence would be functionally localized at the response selection stage\(^49\).

Leuthold and colleagues (1996) used the LRP to address this controversy\(^50\). They could show that in conditions where the precue provided information about the response hand, the LRP ensuing during the foreperiod (i.e., the interval between the precue and the response signal) increases when further information is added (hand vs. hand plus directions). Furthermore, in those conditions where there was no LRP during the foreperiod (no advance information or information about movement direction), the LRP, emerging after the response signal, showed a smaller interval between LRP onset and the response. This LRP-R interval is taken as a parameter reflecting the time demands for the motor processes following response selection\(^51\). Therefore, the claim of Rosenbaum (1980), that event preparation in the precueing paradigm is related to motor processes, could be corroborated with the LRP signal.

Later psychophysiological studies with the precueing paradigm revealed additional interesting findings. One of the basic problems about motor programming is its organization. A first option might be that preparation occurs...
in an abstract way, independent of the specific muscles to be specified. Since the LRP emerges at least in part from the M1, and possibly the premotor area\textsuperscript{24,52}, one would not expect the LRP to increase when, in addition to the effector limb, concrete muscles can also be prepared. An increase in the LRP, with more preliminary information observed by Leuthold et al. (1996), already argues against this possibility and supports muscle-specific preparation\textsuperscript{50}. According to such a muscle-specific view of motor preparation, the LRP should increase further if additional parameters can be prepared. Muscle-specific preparation might come in several variants. Several muscle-specific parameters might be prepared in parallel. In this case the effects of additional pre-specified movement parameters would be additive. Alternatively, motor preparation might be organized hierarchically. In this case, a given parameter might show an effect in the LRP only if certain other parameters are also set. Ulrich, Leuthold, and Sommer (1998) investigated these options in a precueing paradigm by requiring strong or weak flexion or extension movements with the left or right index finger\textsuperscript{53}. As before, movement parameters, in addition to response hand, further increased the LRP, supporting muscle-specific preparation. It is important to note, however, that this increase occurred only if the movement was fully specified by the precue. This finding supports a strictly hierarchical organization of response programming at a level reflected in the LRP (M1). At a more central neural level, the findings were significant in indicating parallel programming: The CNV increased monotonically as a function of the number of pre-specified response parameters. Ulrich et al. (1998) interpreted these findings to indicate that there are two levels of motor programming, which are organized in different ways. Centrally, there may be parallel organization of motor programs; whereas at the implementation level (peripheral level known as M1) of motor programming, it is organized in a hierarchical fashion.

That peripheral-level organization may not always follow a strictly hierarchical principle was shown by Wild-Wall et al.\textsuperscript{54}. These authors combined preliminary information about response hand, response finger (index, middle), and movement direction. At variance with the findings of Ulrich et al. (1998), hand plus finger increased the LRP above hand information, even when the movement was not fully specified – that is, when no information about movement direction was available. These findings indicate that the organization of peripheral response preparation may differ when effectors of the body, rather than functional parameters, are concerned.

An important issue is whether the effects of the amount of precue information on LRP amplitude are data-limited or strategic. For example, participants might be taking advantage of the hand information more when it is accompanied by other parameters just because they find preparation more rewarding. Therefore, Sangals, Sommer, and Leuthold (2002) attempted to encourage participants to make maximum use of precue information by exerting time pressure or by blocking task conditions\textsuperscript{55}. However, although these manipulations increased motor preparation in general, the effects of the amount of preliminary information remained unaltered, which strongly argues that strategies of the participants are not the basis of the previous findings.

Another interesting issue in the context of motor preparation is its sensitivity to intervening events. Sangals and Sommer (2010) investigated this issue in three experiments where participants prepared to respond with the left or right hand, but also had to perform other tasks during the foreperiod (FP)\textsuperscript{56}. At a central level (CNV), the intervening task seemed to cause the recruitment of additional processing resources enhancing CNV amplitudes. At the peripheral level (LRP), participants seemed to shy away from motor preparation when there was an increased likelihood for an intervening task being required. In addition, there was evidence of a bottleneck-like postponement of response preparation. This study shows that motor preparation not only requires due effort – it is also subject to interference. In order to make the best use of preparation, it should, therefore, be shielded from interfering stimuli or multitasking.

That participants appeared to be conservative in their tendencies to prepare for a specific action was also shown by Scheibe et al.\textsuperscript{57} Here the precue did not convey information about a movement parameter, but about a response probability on either the left or right side, which varied from $p = .50$ over .75 to 1.00 for a response with a given response hand. An LRP developed only if the response hand was certain, but not when it was more unlikely ($p = .75$). In contrast, the CNV parametrically increased with response probability. In a subsequent combined fMRI/ERP study, it was shown that these prior probability effects on the CNV are related to the dorsolateral prefrontal cortex, the inferior frontal gyrus, and the inferior parietal lobule\textsuperscript{58}.

While the studies of motor preparation reviewed so far mainly used rather simple movements in artificial laboratory tasks, recently, the investigation of movement preparation was extended to more complex actions. Leuthold and Jentzsch (2009) showed that also for rapid aimed movements full precue information information results in larger late-CNV amplitudes than partial information\textsuperscript{59}. Whereas an older study had not found any effect from preparing various kinds of movements (e.g., single finger taps or different finger tap sequences) on the CNV\textsuperscript{60}, Schröter and Leuthold (2009) showed the effect of sequence length on the CNV, with larger amplitudes for three-key responses compared to one-key responses\textsuperscript{61}. Because the CNV is generated in the SMA and cingulate motor area, the authors argued that sequential motor preparation is not limited to effector-specific areas. Larger CNV amplitudes in a more complex action, relative to a simple finger opposition condition, were also reported\textsuperscript{62}. 

Recently Frömer and colleagues attempted to translate the preceding paradigm to a more naturalistic sport-related situation, namely “aimed throwing”\(^{60}\). The throwing situation was simulated with a Nintendo® remote control (“Wii”), held and launched like a dart in a virtual reality scenario. All participants were trained to accurately “throw” the Wii at a target projected onto a screen. During the experimental session, participants stood upright while multi-channel EEG was recorded. The precue consisted of a target disc, which was either small or large, providing a range of throwing difficulty. After the start of target presentations, participants had two seconds to aim their throw. After this interval, the bull’s eye of the target disc changed its color and then disappeared, encouraging immediate initiation of the ballistic throwing movement. A first important finding of this pilot study was that it is indeed possible to record the EEG in such a situation where the participant is largely unrestrained. Another important finding was that the CNV, during the aiming period, was indeed larger for the more difficult condition (smaller target), which likely required more programming effort. Future work can now focus not only on preparatory activity in trained participants, but also on neural activity during motor learning and on the role of feedback- and outcome-related neural activity during the learning process.

Performance monitoring

In skilled motor tasks learners develop the capability of evaluating their own movements, especially in those tasks that rely on open-loop control\(^{64}\). It is important to develop a perceptual trace or internal model to acquire a novel skill, because learners have to detect the discrepancy between representations of the required movement and the actual movement. This suggests that monitoring of performance is a critical process in acquiring a novel motor skill.

Findings have accumulated, supporting the existence of performance monitoring in the brain, since the discovery of error (related) negativity (Ne or ERN)\(^{65,66}\). The ERN is a negative-going deflection in the ERP that emerges with the commission of an erroneous response. It shows a fronto-central scalp distribution, reflecting neural activity of the anterior cingulate cortex (ACC)\(^{77}\), and is widely thought to be functionally related to performance monitoring including error-detection\(^{65,66}\) and response-conflict detection\(^{68}\). Response-conflict emphasizes the crosstalk interference that occurs when two response activations overlap, during the parallel processing of incongruent stimuli, and elicits the ERN\(^{69}\). On the other hand, there is mounting evidence against the response-conflict account\(^{70-73}\).

Recently Anguera and colleagues tested the motor learning process in terms of performance monitoring in a visuomotor tracking task\(^{74}\). They found significant changes in performance with practice that were reflected in diminishing errors from the early to late adaptation stage. In addition, a larger negativity in fronto-central regions was found during the early learning phase, as compared to a baseline or late learning phase, suggesting that more error monitoring is needed during the early stage. This study suggests the medial frontal negativity (ERN) to be a promising tool for motor learning research.

It is also well known that feedback signals conveying a negative outcome elicit feedback-related negativity (FRN)\(^{75}\). FRN is thought to be similar to ERN in terms of scalp distribution, functional significance and neural generators. The reinforcement-learning theory of the FRN asserts that FRN represents a dopaminergic feedback reinforcement-learning signal generated when response outcomes are worse than expected\(^{76}\). Given that the neural mechanisms of motor learning are related to the basal ganglia, FRN-reflecting dopaminergic activity might be a good tool for motor learning studies. Indeed, even prior to the study of Miltner et al.\(^{70}\), Takasawa et al. (1990) investigated motivational processes during motor learning (target force production task) focusing on the FRN\(^{77}\). They found the FRN to increase when correct performance was followed by monetary reward. This study suggests the possibility of observing motivational aspects relying on basal ganglia, which is a critical brain system for motor learning.

Another interesting ERP component for studies of motor learning is the N+50 (fpMP)\(^{21,23}\) seen in frontal regions contralateral to the responding limb. This component increases with the rate of force development\(^{78}\) and effort to perform a task\(^{79}\). Masaki et al. recorded the motor-elicited negativity that is thought to correspond to N+50, peaking at about 60 ms after force onset\(^{80}\). In a coincident-timing task, the peak force exerted by index finger flexion was to temporally coincide with the specific position of a visual stimulus rotating either slow or fast on a clock face. The motor-elicited negativity was larger in a condition where timing errors were relatively small compared to other conditions. This suggests that N+50 might partially represent a monitoring or appraisal process of performance, differing from the ERN. In addition, it is possible that the larger motor-elicited negativity goes along with better performance.

We should point out the difference between the ERN and N+50 in terms of function and generator source. Contrary to the ERN, which is considered to reflect error monitoring or response conflict monitoring, N+50 might reflect correctness monitoring or representations of the movement as well as kinematic factors\(^{80}\). Although it does not necessarily mean that N+50 exclusively represents better performance, further study is needed to examine if the negativity also can represent deviation errors (i.e., the degree of deviation from the target) that are observed in most motor-learning tasks. In addition, the ERN and N+50 do not seem to share neural generators. It is suggested that the ERN is generated by the rostral cingulate...
motor area\(^5\), whereas, N+50 is thought to represent activity of the sensorimotor cortex, suggesting Brodmann area 3 as its source\(^6\). Nevertheless, the generator of N+50 still remains somewhat unclear. N+50 also differs from the so-called correct-response negativity (CRN)\(^6\), because the CRN does not show an asymmetric distribution.

As reviewed above, the internal models in cerebellum require error signals from motor and motor-related areas for the execution of desired movements\(^3\). Thus, it is possible that the M1 functions as an error detection system of discrepancies between desired movements and actual movements. On the other hand, previous studies suggest that during late phases of motor learning, the M1 seems to be responsible for representations of trained motor skills\(^3\). Given that N+50 represents the activity of M1, as well as Brodmann area 3, it is also likely that the negativity functions as a template of motor-skill representations for error detection.

Conclusions

This selective review has shown that cognitive neuroscientific studies have contributed considerably to resolving controversial and unclear issues related to motor learning and motor control. This does not only concern the elucidation of the underlying neuroanatomical systems but – more importantly – the mechanisms implemented in these systems. Therefore, imaging and ERP studies have already proven to be valuable tools for deepening our understanding of motor learning and control. As these approaches are adapted to increasingly naturalistic situations, considerable progress can be expected in the understanding of motor learning and control, and in the application of this knowledge in sports science, motor re habilitation, and educational fields.
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