DIFFERENCE METHOD FOR PARTIAL DIFFERENTIAL EQUATIONS. Part II.
(Trans. of JSCE, Sept. 1953)

By Benno Suke TANI MOTO, C.E. Member.*

This article gives results derived from the interpolation formula of Stirling type for the function \( f(x, y) \). Difference equations here treated are confined to the harmonic and biharmonic equations, the results of which will include those obtained from Collatz–Hidaka’s method\(^2\). Boundary conditions, which are frequently given by linear combination of differential coefficients of the unknown function \( f(x, y) \), are considered along a straight line parallel to a coordinate axis, consisting of a low of lattice points. As simple applications of the results obtained, the torsion problem of a square cylinder and the vibration of a clamped square plate were treated, and both resulted in fair agreements with their exact values in spite of a little amount of labour.

1. Interpolation formula. The interpolation formula of Stirling type for the function \( f(x, y) \) is written in the form

\[
f(x, y) = \sum_{r+s=0}^{n} \sum_{u=0}^{r} \phi(u, r) \phi(v, s) \Delta_{2r+2s} \{ (r+1) + (r+1) \}
\]

where

\[
\phi(\theta, \nu) = \frac{1}{2\nu} (\theta^2 - 1) (\theta^2 - \nu^2),
\]

\[
\phi(\theta, \nu) = \frac{1}{2\nu+1} (\theta^2 - 1) (\theta^2 - \nu^2),
\]

\[
\Delta_{2s+2s} = \sum_{\lambda=0}^{a} \sum_{\mu=0}^{b} \frac{(-1)^{\lambda+\mu} a! b!}{(a-\lambda)(b-\mu)(a+\lambda)(b+\mu)} (r-a+\lambda) (s-b+\mu)
\]

It will be convenient to use abbreviations such as

\[
\Delta_{2r+2s+1} = \Delta_{2r+1} \Delta_{2s+1},
\]

\[
\Delta_{2r+2s+1} = \Delta_{2r+1} \Delta_{2s+1},
\]

when no confusion takes place.

Explanatory form of the above interpolation formula (1) is thus:

\[
f(x, y) = (00) + \frac{u}{2} \Delta_x \{ (10) + (00) \} + \frac{v}{2} \Delta_y \{ (01) + (00) \}
\]
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For practical use, it will be convenient to convert differences in (1) to linear combinations of lattice point values of the function \( f(x, y) \), as illustrated below.

### Table 1. Difference table for Stirling's formula.

<table>
<thead>
<tr>
<th>( \Delta^0 )</th>
<th>( \Delta^1 )</th>
<th>( \Delta^2 )</th>
<th>( \Delta^3 )</th>
<th>( \Delta^4 )</th>
<th>( \Delta^5 )</th>
<th>( \Delta^6 )</th>
<th>( \Delta^7 )</th>
<th>( \Delta^8 )</th>
<th>( \Delta^9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>-2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>-4</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Here, for instance, \( \Delta_{11} \) denotes

\[
\Delta_{11} = \frac{1}{2} \Delta_{xx}^3 \{ (11) + (10) \} = (11) - 2(01) + (11) - (11) + 2(01) - (11).
\]

2. Differential coefficients. For convenience sake, differential coefficients are considered at the origin of interpolation coordinates where \( u=0 \) and \( v=0 \). We then have, from (1),

\[
\frac{\partial f}{\partial x} = \frac{1}{2} \sum_{\rho=0}^{n} \left( -\rho \right) \left( \rho \right)^2 \frac{1}{2\rho + 1} \Delta_{xx}^{2\rho + 1} \{ (r+1)0 \} + (r0) \},
\]

\[
\frac{\partial f}{\partial y} = \frac{1}{2} \sum_{\rho=0}^{n} \left( -\rho \right) \left( \rho \right)^2 \frac{1}{2\rho + 1} \Delta_{yy}^{2\rho + 1} \{ (0+1)0 \} + (0\rho) \},
\]

\[
\frac{\partial^2 f}{\partial x^2} = \frac{2}{4} \sum_{\rho=0}^{n} \left( -\rho \right) \left( \rho \right)^2 \frac{1}{2\rho + 2} \Delta_{xx}^{2\rho + 2} \{ (r+1)0 \},
\]

\[
\frac{\partial^2 f}{\partial x \partial y} = \frac{1}{4} \sum_{\rho=0}^{n} \sum_{\rho=0}^{s} \frac{1}{2\rho + 1} \frac{1}{2s + 1} \Delta_{xx}^{2\rho + 2} \{ (r+1)s + (r+1)0 \} + (r\rho) \},
\]

\[
\frac{\partial^2 f}{\partial y^2} = \frac{1}{4} \sum_{\rho=0}^{n} \sum_{\rho=0}^{s} \frac{1}{2\rho + 2} \Delta_{yy}^{2\rho + 2} \{ (r+1)s + (r+1)0 \} + (r\rho) \},
\]

\[
\Delta_{yy} \{ (11) + (10) \} = (11) - 2(01) + (11) - (11) + 2(01) - (11).
\]
Differential coefficients of higher order may also be obtained if required.

The above expressions are also useful for curvilinear coordinates. For instance in the case of symmetrical strain of a solid of revolution, its coordinates being \((\rho, z)\), we have for the differential coefficient \(\frac{\partial}{\partial \rho} \left( \frac{1}{\rho} \frac{\partial f}{\partial \rho} \right)\)

\[
\left[ \frac{\partial}{\partial \rho} \left( \frac{1}{\rho} \frac{\partial f}{\partial \rho} \right) \right]_{\rho=\rho_0} = \frac{2}{h^2 \rho_0} \sum_{r=0}^{n} \left( \frac{(-1)^{r} (r')^2}{2r+2} \right) A_{(2r+2)y}(r+1,0) - \frac{1}{2h^2} \sum_{r=0}^{n} \left( \frac{(-1)^{r} (r')^2}{2r+1} \right) A_{(2r+1)y}(r+1,0).
\]

3. Differential equations. Partial differential equations here given are those of harmonic and biharmonic types. In what follows we for convenience sake take \(h=k\).

Then we have for the harmonic expression

\[
P_0^2 f = \frac{2}{h^2} \sum_{r=0}^{n} \left( \frac{(-1)^{r} (r')^2}{2r+2} \right) A_{(2r+2)y}(r+1,0) + \frac{2}{2r+1} A_{(2r+1)y}(0, r+1).
\]

With the aid of difference table, Table 1, we develop differences into lattice point values, and then we have for respective values of \(n\) the following schematic expressions Figs. 1-7.

**Fig. 1.** First approximation \((n=1)\).  
**Fig. 2.** Second approximation \((n=2)\).  
**Fig. 3.** Third approximation \((n=3)\). 
(First quadrant only.)
As to the last five approximations to $p^2 f$ (Figs. 3-7), weights in the first quadrant only are given, since those in the remaining quadrants can be written down by symmetry.

In the same way we can obtain difference equations for the biharmonic expression $p^2 f$ for respective values of $n$ as follows (Figs. 8-14).

**Fig. 4.**
Fourth approximation ($n=4$).
(First quadrant only.)
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$$-5046 h^6 v^2 f + O(d^6)$$

**Fig. 5.**
Fifth approximation ($n=5$).
(First quadrant only.)
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**Fig. 6.**
Sixth approximation ($n=6$).
(First quadrant only.)
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**Fig. 7.**
Seventh approximation ($n=7$).
(First quadrant only.)
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As to the last five approximations to $p^2 f$ (Figs. 3-7), weights in the first quadrant only are given, since those in the remaining quadrants can be written down by symmetry.

In the same way we can obtain difference equations for the biharmonic expression $p^2 f$ for respective values of $n$ as follows (Figs. 8-14).

**Fig. 8.**
First approximation ($n=1$).
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**Fig. 9.**
Second approximation ($n=2$).
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**Fig. 10.**
Third approximation ($n=3$).
(First quadrant only)
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It is noted here that the first four approximations (Figs. 8–11) have been given by Prof. Hidaka otherwise, and so we may infer that the known Collatz–Hidaka's method for differentiation is nothing but a special case derivable from our interpolation method. The process of the former method seems to be troublesome,
whilst the latter one can afford the same results with much less labour, in which systematic procedure of calculation is available.

The above difference equations might at times be improved by taking certain higher differences into account. For instance, the above second approximation (Fig. 9) can be improved by adding the term in $A_{4n}$. The result becomes thus Fig. 15.

The idea of forming such difference equations comes from the following consideration. Difference equation at the origin where $u=0$ and $v=0$ is influenced by surrounding lattice points. According as a lattice point is situated at a remote distance from the origin, the effect of the lattice to the difference equation will become faint. In this connection, we may consider a circle for respective difference equations. Lattice points within the circle have to be taken into account, and those beyond the circle are of no importance for the difference equation of the approximation considered. We call this circle 'influence-circle'. Influence-circles for respective approximation are given in the following Fig. 16.

An attempt was made to use such difference equations in treating an eigenvalue problem, that is the vibration of a square plate with four clamped edges. The results obtained confirmed a certain degree of effectiveness of such difference equations, compared with those of ordinary type. This is only a trial and much more extensive work is necessary to see the true utility of such equations.

4. Boundary conditions. Boundary conditions are frequently given by linear combination of differential coefficients on boundary curves. When these curves are of straight line parallel to a coordinate axis and the boundary conditions can be expanded into power series of one variable, criteria for expressing boundary conditions will be obtained in elegant forms.

\[ f(x,y) = c_0 + c_1 y + c_2 y^2 \]  \hspace{1cm} (7)

along a straight line parallel to the axis of $y$. We have, from the interpolation formula (1),

\[ f(x,y) = A_{00} + \frac{v^1}{2} A_{01} + \frac{v^2}{3} A_{02} + \frac{v^3}{4} A_{03} + \frac{v^4}{5} A_{04} \]

To satisfy the boundary condition (7), we may put
This system of equations will afford a criterion, which is written in the form

\[ (0 \leq s) = c_0 + c_1(sl + y_0) + c_2(sl + y_0)^2 \]

where \((0 \leq s)\) denotes a boundary lattice point, and \(s = 0, \pm 1, \pm 2, \ldots\). The above criterion (10) is illustrated in the following Fig. 17.

**Fig. 17.** Boundary condition \([f(x, y)]_{x=x_0} = c_0 + c_1y + c_2y^2\).

Furthermore it might be inferred that, when boundary condition is in general of the form

\[ C_f(s, y) = c_0 + c_1(sl + y_0) + c_2(sl + y_0)^2 \]

the corresponding criterion will become

\[ (0 \leq s) = \sum_{m=0}^{\infty} c_m(y_m)^m \]

**Table 2. Criteria for boundary conditions.**

<table>
<thead>
<tr>
<th>No.</th>
<th>Boundary condition</th>
<th>Corresponding criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>([f(x,y)]_{x=x_0} = c_0 + c_1y + c_2y^2 + \cdots)</td>
<td>((0 \leq s) = c_0 + c_1(sl + y_0) + c_2(sl + y_0)^2 + \cdots)</td>
</tr>
<tr>
<td>2.</td>
<td>(\frac{\partial f}{\partial x} \mid_{x=x_0} = c_0 + c_1y + c_2y^2 + \cdots)</td>
<td>((r_0) - (r_0) = 2r\hat{h}(c_0 + c_1(sl + y_0) + c_2(sl + y_0)^2 + \cdots))</td>
</tr>
<tr>
<td>3.</td>
<td>(\frac{\partial^2 f}{\partial x^2} \mid_{x=x_0} = c_0 + c_1y + c_2y^2 + \cdots)</td>
<td>((r_0) - 2(0 \leq s) + (r_0) = r^2\hat{h}^2(c_0 + c_1(sl + y_0) + c_2(sl + y_0)^2 + \cdots))</td>
</tr>
<tr>
<td>4.</td>
<td>(\frac{\partial f}{\partial y} \mid_{x=x_0} = c_0 + c_1y + c_2y^2)</td>
<td>((0 \leq s) - (00) = s{c_0 + \frac{sl}{2} + y_0} c_1 + \left(\frac{(sl)^2}{3} + sky_0 + y_0^2\right) c_2} )</td>
</tr>
<tr>
<td>5.</td>
<td>(\frac{\partial^2 f}{\partial y^2} \mid_{x=x_0} = c_0 + c_1y + c_2y^2)</td>
<td>((0 \leq s) - (00) = s{(01) - (00)} + \frac{s(s-1)h^2}{2}\left[ c_0 + \left(\frac{(s+1)h}{3}\right) + y_0\right] c_1 + \left(\frac{(s^2 + s + 1)h^2}{6} + \frac{2(s-1)}{3} sky_0 + y_0^2\right) c_2} )</td>
</tr>
<tr>
<td>6.</td>
<td>(\frac{\partial f}{\partial x \partial y} \mid_{x=x_0} = c_0 + c_1y + c_2y^2 + \cdots)</td>
<td>((r_0) - (r_0) = (r0) - (r_0) + 2r\hat{h}\left{ c_0 + \frac{sl}{2} + y_0\right} c_1 + \left(\frac{(sl)^3}{3} + sky_0 + y_0^2\right) c_2} )</td>
</tr>
</tbody>
</table>
c. From the above criteria it is easy to write down those for the boundary conditions
\[
\left[ f(x, y) \right]_{x = x_0} = 0 \quad \text{and} \quad \left[ \frac{\partial f(x, y)}{\partial x} \right]_{x = x_0} = 0,
\]
which sometimes take place in mathematical physics. These become respectively as is given in Figs. 18 and 19.

Fig. 18. Boundary condition \[ f(x, y) \] \[ x = x_0 = 0 \]
Fig. 19. Boundary condition \[ \frac{\partial f(x, y)}{\partial x} \] \[ x = x_0 = 0 \]

When the above two conditions have to hold simultaneously, we have by superposition Fig. 20, which is a known criterion.

Fig. 20 Combined conditions. \[ f = 0, \frac{\partial f}{\partial x} = 0 \]

Fig. 21. Single condition. \[ f = 0 \]

If the boundary condition is \( [f(x, y)]_{x = x_0} = 0 \) alone, it will be recommended that reference is made to the result derived from the modified Bessel interpolation formula, and the resulting criterion is expressed in the schematic form as is given in Fig. 21.

5. **Torsion-problem of a square cylinder.** As a first application of the above derivations, together with those given in the preceding article, we take the torsion-problem of a prism whose cross-section is a square. The problem can be reduced to solve the differential equation
\[
\frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2} + 2 = 0,
\]
which holds in the domain \(-1 < x < 1, -1 < y < 1\), with the condition
\[
f(0) = 0
\]
on the boundaries where \( x = \pm 1 \) and \( y = \pm 1 \). The moment or torque \( M \) necessary
to produce the twist \( \tau \) per unit length of the prism is given by

\[
M = 2\mu \pi \int f(x, y) \, dx \, dy, \quad \cdots \cdots \cdots \cdots (15)
\]

\( \mu \) being the modulus of rigidity of the prism; and the torsional rigidity, \( C \) say, is given by \( C = M/\tau \). The problem has been solved analytically, the required torque being 2.2492 \( \mu \tau \).

If the domain within which the differential equation (13) holds be divided into \( 6 \times 6 \) equidistant small divisions, boundary condition (14) is given in Fig. 22. It is added that an alternative criterion expressing the cited boundary condition (14) has been described by Prof. Hidaka\(^3\), without giving its derivation, which is much similar to our criterion, Fig. 21.

Difference equation by which the differential equation (13) is replaced is here of the type of fifth approximation (cf. Fig. 5). This equation is considered at six points marked \( A, B, C, D, E \), and \( F \) in Fig. 22. We then have the six equations,

\[
\begin{array}{ccccccccccc}
A & B & C & D & E & F & A^3 \\
-31774 & 0 & 0 & 36117 & 0 & -5875 & 25200 \\
0 & -73766 & 0 & 36117 & 47867 & 0 & 25200 \\
0 & 0 & -115758 & 0 & 47867 & -5875 & 25200 \\
36117 & 36117 & 0 & -105540 & -5875 & 47867 & 50400 \\
0 & 47867 & 47867 & -5875 & -109524 & 36117 & 50400 \\
-5875 & 0 & -5875 & 47867 & 36117 & -147532 & 50400 \\
\end{array}
\]

This system of equations can at once be reduced to the third order, and the solutions become

\[
A = 0.571248, \quad B = 0.371684, \quad C = 0.083763, \quad \cdots \cdots \cdots \cdots (16)
\]

where \( h = \frac{1}{3} \) has been taken into account. Thus we have the lattice point values of the torsion-function Fig. 23.

Now a tentative rule for the mechanical cubature suitable for the arrangement of lattice point values given above is thus Fig. 24\(^3\).
Then by the multiplications of corresponding values in Figs. 23 and 24, and by the
addition of the results, we have for the evaluation of the torsional rigidity

\[ C = 2 \mu \int f(x, y) dx \, dy = 2 \mu I = 2.504 \times 10^8 \times 1.305 \times 10^8 = 2.3004 \, \text{in} \]  
(18)

Since the corresponding true value is \( C = 2.2492 \, \text{in} \), the error entailed by the above
result is

\[ E = \frac{2.3004 - 2.2492}{2.2492} = 0.0227 = 2.27\% \]  
(19)

More accurate result may be obtained if required, by taking the division \( h \) and \( k \)
finer and employing more accurate difference equation. In fact, when the domain
is divided into \( 8 \times 8 \) finer squares, and the difference equation is of the seventh
approximation (Fig. 7), I obtained the result \( C = 2.2855 \), the error entailed re-
ducing to 1.61%.

6. Transverse vibration of a clamped square plate. As a second application
let us take the transverse vibration of a square plate clamped at four edges. The
problem is to find eigenvalue of the differential equation

\[ \frac{\partial^2 f}{\partial x^2} + 2 \frac{\partial^2 f}{\partial x \partial y} + \frac{\partial^2 f}{\partial y^2} + \lambda f = 0, \]  
(20)

with the boundary conditions

\[ f = \frac{\partial f}{\partial x} = 0 \quad \text{along} \quad x = \pm \frac{1}{2}, \]  
(21)

\[ f = \frac{\partial f}{\partial y} = 0 \quad \text{along} \quad y = \pm \frac{1}{2}. \]  
(21)
Let for instance the domain be divided into $5 \times 5$ equal small divisions, so that $h = k = \frac{1}{5}$. We shall concern only with the fundamental mode of vibration, and then the behaviour of the vibration is symmetrical in respect to four axes. The boundary conditions (21) are replaced by Fig. 25 (Cf. Fig. 20.).

Difference equation here employed is of the type of fourth approximation to $p^4 f$, which was given in Fig. 11. This equation is considered at three points marked with circle in Fig. 25. We then have the three equations

\[
\begin{align*}
(153810 - \lambda)A + 59430B - 298130C &= 0, \\
59430A &= (735010 - \lambda_0)B - 443430C = 0, \\
-149065A - 221715B &= (459925 - \lambda_0)C = 0,
\end{align*}
\]

where, for shortness,

\[
\lambda = 15120 h^4 \lambda_0 \quad \text{with} \quad h = \frac{1}{5}.
\]

By eliminating the unknowns from the above equations (22), we get a secular equation of third order for $\lambda_0$. On solving this equation we obtain

\[
\frac{\lambda}{\pi^4} = \frac{\lambda_0}{15120 h^4 \pi^4} = 13.2502. \hspace{1cm} \text{(23)}
\]

Since the corresponding exact value by Prof. S. Tomotika is $\frac{\lambda}{\pi^4} = 13.2948$\textsuperscript{3}), the error entailed by our result is $-0.335\%$. We thus see that the result obtained is fairly satisfactory, despite that the simultaneous equations treated are only of third order.

If the third approximation to $p^4 f$ (Fig. 10) is employed, the error entailed by the result amounts to $-2.15\%$, which was also given by Prof. Hidaka\textsuperscript{3}).

7. On the quest for accuracy. In conclusion, it should be noted that some investigators\textsuperscript{10}), holding “engineering” outlook, have insisted upon the lowest approximation to partial differential equation considered, whereas others, who have “mathematical” outlook, have taken the alternative attitude that is to employ approximations containing higher differences.

In this regard, it is of some interest to quote here the opinion of Sir R.V. Southwell, who would seem at first to hold the mathematical outlook and later to convert it to the engineering one. But, it can be stated at least that both of the two examples given by him are not rather appropriate to the exemplification of the matter\textsuperscript{11}).
Moreover, a paper by L. Fox\textsuperscript{12}) seems to have gained a great success in solving differential equations by employing higher difference approximations, in spite of the contention of Sir Southwell.\textsuperscript{13)}

Thus the contention seems not to have come to an end.
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