Computing fixed argument pairings with the elliptic net algorithm
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Abstract
The pairing-based cryptosystem was proposed in 2001, and it provides efficient implementations of identity-based encryption (IBE) and attribute-based encryption (ABE). In 2010, Costello and Stebila introduced the concept of fixed argument pairing, which can be applied to many applications of pairings, and, to compute these pairings, they proposed an efficient algorithm based on the Miller algorithm. In this paper, we propose a method for computing fixed argument pairings, based on the elliptic net method proposed by Stange.
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1. Introduction

Boneh and Franklin proposed ID-based encryption based on cryptographic pairings in 2001 [1], which made the practical value of cryptographic pairings clear. Ever since pairing-based cryptosystems have been a heated topic in cryptographic research. Though acceleration of pairing computation has been widely researched so far, it still remains an important field of interest. Currently, the pairing that results in the most efficient implementation of pairing-based cryptographic schemes is the Tate pairing and some of its variants, for example, the η̂ pairing [2], Ate [3], Atei [4], R-Ate [5], and optimal [6] pairings.

A standard algorithm for computing pairings is Miller’s algorithm [7, 8]. A generic implementation of Miller’s algorithm uses the classic double-and-add line-and-tangent method. Most improvements of the computation of pairings attempt to shorten the number of iterations of the so-called Miller loop in the Miller algorithm.

Fixed argument pairing is a pairing system in which one argument is fixed while the other is allowed to change. Note that though there are chances that the second argument is fixed, in this paper we discuss the situation where the first one is fixed.

Such pairings can be applied to many scenarios. For example, when we use Boneh-Franklin ID-based cryptosystem, in the decryption phase, the decryption key d_{ID} can be fixed as the sender has only one ID. The decryption key just serves as the first argument in pairing computation, so the receiver will have to compute a fixed argument pairing.

In 2010, Costello and Stebila [9] proposed a scheme based on the Miller algorithm that can be used to compute such pairings. To compute the Miller function f_{m,P}(), where m is an integer, they used two sets G_{DBL} and G_{ADD} to store the precomputed values. They also adopted a strategy similar to parallel computation (performing n iterations simultaneously). With P fixed, it is less expensive to compute f_{m,P}(Q). According to Costello and Stebila’s result, the Miller loop can be computed with between 25% to 37% fewer field operations.


However, using elliptic nets for pairing computations would not be very popular because for the time being the Double and DoubleAdd algorithms [10] with elliptic nets are more expensive than the classic double-and-add line-and-tangent method in Miller’s algorithm.

In this paper, we propose an algorithm that uses elliptic nets to compute fixed argument pairings and show that this is an example in which a pairing computation using an elliptic net becomes more efficient. In [10], Stange considered a block V(i) for an integer i, called a block centered on i, that consisted of 11 elliptic net values with respect to A and B to be used for computing the Tate pairing e_r(A, B). Given the block V(i), we can compute the block V(2i) or V(2i + 1) by using the Double/DoubleAdd algorithm in [10]. Hence, we can compute the block V(r) in polynomial time. Each block contains eight values that depend on A only and three
that depend on $A$ and $B$. Therefore, if we precompute and store a subblock that depends only on $A$, then we can compute the $(A, B)$-dependent part by referring the table. In this way, we can efficiently compute fixed argument pairings $e(A, \ast)$.

This strategy is efficient when we use pairings defined on $\mathbb{G}_2 \times \mathbb{G}_1$, or roughly when $\mathbb{G}_2$ (resp. $\mathbb{G}_1$) is a cyclic group of $\mathbb{F}_q^*$ (resp. $\mathbb{F}_q$)-rational points on an elliptic curve $E/\mathbb{F}_q$. In this case, in $\mathbb{F}_q$, there are eight elliptic net values that depend only on $A$, and we can reduce the total cost of computing the fixed argument pairings.

Many cryptographic pairings are defined on $\mathbb{G}_2 \times \mathbb{G}_1$ and are used widely in the implementation of pairing-based cryptosystems. In this paper, we mainly consider the case of Ate pairing.

The rest of this paper is organized as follows. In Section 2, we briefly introduce the basic principles of the Miller algorithm and the elliptic net algorithm, on which our scheme is based. In Section 3, we present the principles and details of our scheme. In Section 4, we evaluate the efficiency of the speed and storage cost of our scheme.

2. Preliminaries

2.1 Pairings

Let $E$ be an elliptic curve defined over a finite field $\mathbb{F}_q$ with $q$ elements. The set of $\mathbb{F}_q$-rational points of $E$ is denoted by $E(\mathbb{F}_q)$, and the point at infinity on $E$ is denoted by $O$. Consider a large prime $r$ such that $r \mid \#E(\mathbb{F}_q)$, and let $E(\mathbb{F}_q)/r$ denote the subgroup of $r$-torsion points in $E(\mathbb{F}_q)$. The embedding degree $k$ is the smallest positive integer such that $r$ divides $q^k - 1$.

Let $\pi_q$ be the Frobenius endomorphism $\pi_q: E \to E$, $(x, y) \mapsto (x^q, y^q)$. We denote the trace of Frobenius by $t$, i.e., $\#E(\mathbb{F}_q) = q + 1 - t$.

2.1.1 Tate Pairing:

Let $P \in E(\mathbb{F}_q)$ and $Q \in E(\mathbb{F}_q)$. Choose a point $R \in E(\mathbb{F}_q)$ such that the support of $\text{div}(f_r, p) = (rP) - r(O)$ and $D_Q := (Q + R) - (R)$ are disjoint. Then, the Tate pairing is defined by

\[
\langle \cdot, \cdot \rangle_r : E(\mathbb{F}_q)/r \times E(\mathbb{F}_q)/r \to \mathbb{F}_q^*,
\]

\[
(P, Q) \mapsto \langle P, Q \rangle_r := f_r, p(D_Q) \mod (\mathbb{F}_q^*)^*,
\]

It has been shown that $\langle P, Q \rangle_r$ is bilinear and nondegenerate.

2.1.2 Ate Pairing:

The Ate pairing, proposed by Hess et al. [3], is a generalization of the $\eta_T$ pairing [2]. The Ate pairing can be applied to not only supersingular elliptic curves but also to ordinary ones.

For cryptographic applications, it is usually assumed that the points $P$ and $Q$ are, respectively, elements in the following groups:

\[
\mathbb{G}_1 = E(\mathbb{F}_q)/r = E(\mathbb{F}_q)/r \cap \text{Ker}(\pi_q - 1),
\]

\[
\mathbb{G}_2 = E(\mathbb{F}_q)/r \cap \text{Ker}(\pi_q - q).
\]

Let $T = t - 1$. We choose integers $N$ and $L$ such that $N = \gcd(T^k - 1, q^k - 1)$ and $T^k - 1 = LN$. We assume that $r^2$ does not divide $q^k - 1$. Then the Ate pairing is defined by $f^\text{norm}(P)$ for $Q \in \mathbb{G}_2$ and $P \in \mathbb{G}_1$. Here, $f^\text{norm}$ is the normalizaton of $f_{T, Q}$. We denote by $e(Q, P)$ the reduced Ate pairing: $e(Q, P) := f_{T, Q}(P^{(q^k - 1)/r})$. The length of the Miller loop for computing the Ate pairing $f_{T, Q}(P)$ is $\log_2 |T|$.

**Remark 1** Note that the Ate pairing is a “point-evaluation” pairing, although the Tate pairing $f_{T, Q}(D_Q)$ is a “divisor-evaluation” pairing. The rational function $\text{div}(f_{T, Q}) = T,Q - (T, Q) - (T - 1)(O)$ is determined uniquely up to a constant. When the point $Q$ is in $E(\mathbb{F}_q)$, the constant is in $\mathbb{F}_q$, and it will not vanish during the final exponentiation. We therefore need to normalize the function. We can obtain the normalization function by $f^\text{norm} = f_{T, Q}/(z^{T-1}f_{T, Q})(O)$, where $z$ is called the uniformizer of $E$ on $O$.

2.2 Elliptic net algorithm

At this point, strategies for accelerating the Miller algorithm seem to have been exhausted, so it is necessary to seek other methods for computing pairings. At the conference Pairing 2007, Stange defined an elliptic net and proposed a method for using it to compute a Tate pairing.

An elliptic net $W$ is a map from a finitely generated free Abelian group $A$ to an integral domain $\mathbb{R}$, that satisfies a certain recursive equation (see [10]). Stange presented the elliptic net $W_{E, P_1, P_2, \ldots, P_n}$ associated with an elliptic curve $E/K$, where $K$ is a field, and $P_1, P_2, \ldots, P_n$ are points. The elliptic net $W_{E, P_1, P_2, \ldots, P_n}$ gives a function from $\mathbb{Z}^n$ to $K$. In this paper, we consider only the case where $n = 2$.

Suppose there is an elliptic curve defined over a finite field $\mathbb{F}_q$ with the Weierstrass function:

\[
E(\mathbb{F}_q) : y^2 = x^3 + Ax + B,
\]

and $P = (x, y), Q = (x, y) \in E$. Then we can make an elliptic net system consisting of $W_{P, Q}(i_0)$ and $W_{P, Q}(i_1)$. For the initial values and recursive equations to compute the elliptic net system, see [10]. For ease of reading, here we simplify by writing $W(i, j)$ instead of $W_{P, Q}(i, j)$.

Stange also demonstrated an efficient method for computing elliptic nets. Consider a block consisting of the two vectors: $W_{P, Q}(i_3) \text{ with } k - 3 \leq i_3 \leq k + 4 \text{ and } W_{P, Q}(i_2, 1) \text{ with } k - 1 \leq i_2 \leq k + 1$. This is called an “elliptic net block centered on $k$”. We will use “$v$” to denote such a block.

Stange gave two algorithms for calculating elliptic net blocks, as follows.

- **Double(V):** outputs an elliptic net block centered on $2k$ given the one centered on $k$.
- **DoubleAdd(V):** outputs an elliptic net block centered on $2k + 1$ given the one centered on $k$.

With the Double and DoubleAdd algorithms, it is possible to compute the elliptic net block centered on $k$ given the one centered on $1$ in a polynomial time of $O(\log k)$. For details, see [10].

2.3 Cryptographic pairings using elliptic nets

Stange provided the formula for using an elliptic net to find the Tate pairing.
2.3.1 Using an elliptic net to find a Tate pairing:

**Theorem 2 ([10, Corollary 1])** Let $E$ be an elliptic curve over a finite field $K$. For $P \in E(K)[r], Q \in E(K)$,
\[ f_{r,P}(DQ) = \frac{W_{P,Q}(r+1,1)}{W_{P,Q}(r+1,0)}W_{P,Q}(1,0). \]  
(1)

Stange also gave an algorithm for using an elliptic net to compute the Tate pairing.

2.3.2 Using an elliptic net to find an Ate pairing:

Ogura et al. [11] provided formulas for using elliptic nets to find cryptographic pairings. In this paper, we review only the formula for the Ate pairing.

Before presenting this, we first need to formulate the normalization for elliptic nets.

**Proposition 3 ([11])** $\tilde{W}_{P,Q}(s,1)$ denotes the normalization for the elliptic net $W_{P,Q}(s,1)$. For $s \in \mathbb{Z}$, assume $[s]P \neq O$. Then
\[ \tilde{W}_{P,Q}(s,1) = \frac{W_{P,Q}(s,1)}{2^{s-1}W_{P,Q}(s,0)}. \]

For practical uses of pairings, we can assume $k > 1$. In this case, $2^{(q^k-1)/r} = 1$, and so we have
\[ \tilde{W}_{P,Q}(s,1)^{2^{(q^k-1)/r}} = \left( \frac{W_{P,Q}(s,1)}{W_{P,Q}(s,0)} \right)^{\frac{q^k-1}{r}}. \]

**Theorem 4 ([11, Theorem 4])** Let $E$ be an elliptic curve over a finite field $\mathbb{F}_q$, and let $\pi_q : (x, y) \mapsto (x^q, y^q)$ be the $q$-Frobenius endomorphism on $E$. We assume that the embedding degree is $k > 1$. Let $r$ be a large prime number with $r \mid \#E(\mathbb{F}_q)$ and $(r, q) = 1$, and let $T \equiv q \pmod{r}$. For $P \in \mathbb{G}_1 = E(\mathbb{F}_q)[r] \cap \text{Ker}(\pi_q - 1)$ and $Q \in \mathbb{G}_2 = E(\mathbb{F}_q)[r] \cap \text{Ker}(\pi_q - q)$,
\[ \alpha(Q, P) = f_{T,Q}^\text{norm}(P)^{\frac{q^k-1}{r}} = \tilde{W}_{P,Q}(T, 1)^{\frac{q^k-1}{r}}. \]

3. Our scheme

3.1 $P$-dependent and $(P,Q)$-dependent vectors

The computations in Stange’s Double/DoubleAdd algorithm are based on the recursive formulas for elliptic nets. An elliptic block can be divided into two parts $W_{P,Q}(i,0)$ and $W_{P,Q}(j,1)$. Although these are computed simultaneously in the elliptic net method, we found that $W_{P,Q}(i,0)$ can be computed independently of $W_{P,Q}(j,1)$. Consider the initial values and recursive functions above, and note that the computation of $W_{P,Q}(i,0)$ has nothing to do with $Q(x_2, y_2)$; we say that $W_{P,Q}(i,0)$ is a $P$-dependent vector. However, the computation of $W_{P,Q}(j,1)$ requires the values of not only $Q(x_2, y_2)$, but also $W_{P,Q}(i,0)$ and $P(x_1, y_1)$, so we call $W_{P,Q}(j,1)$ a $(P,Q)$-dependent vector. Note that here $P$-dependent and $(P,Q)$-dependent correspond to the standard expression of the Miller function: $f_{m,P}(\cdot)$.

With this advantage of elliptic net blocks, we can easily formulate an efficient algorithm for the computation of a fixed argument pairing, in which $P$ is fixed. When $P$ is fixed, we can first carry out the $P$-dependent operations, which we will call precomputing. After obtaining these values, we can perform the $(P,Q)$-dependent computations, which we will call computing, at a very low cost. Our scheme includes two parts:

- Precomputing: output the values associated with the fixed argument.
- Computing: output the values associated with the changing argument. This requires the values computed in precomputing.

Our algorithms are presented in Algorithm 1 and Algorithm 2. Note that in the expression of the Miller function $f_{m,P}(\cdot)$, it is important to fix $m$ to ensure that the same computation (Double or DoubleAdd) is performed in each loop. Since $m$ is fixed, we can use a matrix $\text{STR}[i][6]$, in which $t = \text{bitlength}(m) - 1$, to store the precomputed values of each loop; this separates the computation of $W_{P,Q}(i,0)$ from the elliptic net method.

**Algorithm 1 Precomputing**

**Input:** $a = W_{P,Q}(2,0), b = W_{P,Q}(3,0), c = W_{P,Q}(4,0), \ A = W_{P,Q}(2,0)^{-1}, m = (d_1d_{t-1}d_{t-2}d_{t-3} \cdots d_0)_2$

**Output:** Matrix $\text{STR}[i][6]$ for storing precomputed data, $W_{P,Q}(m,0)$

1: $V_0 = [-a,-1,0,1,a,b,c,a^3c-b^3]$
2: for $p = t-1$ down to 0 do
3: $S = [0,0,0,0,0,0]$
4: $P = [0,0,0,0,0,0]$
5: for $i = 0$ to 5 do
6: $S[i] = V_0[i + 1]^2$
7: $P[i] = V_0[i]V_0[i + 2]$
8: end for
9: if $d_p = 0$ then
10: for $i = 1$ to 4 do
11: $V_0[2i - 2] = S[i + 1] \times P[i] - S[i] \times P[i + 1]$
12: $V_0[2i - 1] = (S[i + 1] \times P[i + 1] - S[i + 1] + S[i + 1] \times P[i + 1]) \times A$
13: end for
14: for $j = 0$ to 2 do
15: $\text{STR}[p][j] = S[j + 1]$
16: $\text{STR}[p][j + 1] = P[j + 1]$
17: end for
18: else
19: for $i = 1$ to 4 do
20: $V_0[2i - 2] = (S[i + 1] \times P[i + 1] - S[i + 1] + S[i + 1] \times P[i + 1]) \times A$
21: $V_0[2i - 1] = S[i] \times P[i + 1] - S[i + 1] \times P[i]$
22: end for
23: for $j = 0$ to 2 do
24: $\text{STR}[p][j] = S[j + 2]$
25: $\text{STR}[p][j + 1] = P[j + 2]$
26: end for
27: end if
28: end for
29: return $\text{STR}, V_0[3](W_{P,Q}(m,0))$

---

**Table 1.** Operation Counts in Each Loop.

<table>
<thead>
<tr>
<th>Types</th>
<th>Precomputing</th>
<th>Computing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1 \times G_2$</td>
<td>$6S_{\text{g}<em>e} + 26M</em>{\text{g}_e}$</td>
<td>$1S_{\text{g}<em>e} + 1M</em>{\text{g}<em>e} + 8M</em>{\text{g}_e} \times \text{g}_e$</td>
</tr>
<tr>
<td>$G_2 \times G_1$</td>
<td>$6S_{\text{g}<em>e} + 26M</em>{\text{g}_e}$</td>
<td>$1S_{\text{g}<em>e} + 9M</em>{\text{g}_e} \times \text{g}_e$</td>
</tr>
</tbody>
</table>
4. Evaluation of the proposed method

4.1 Computational cost

There are different types of computation in Precomputation and Computing phase. The types of computation in different kinds of pairings are not the same either. We begin by listing the operation counts of precomputing and computing, in Table 1. The meanings of the notations used in the table are as follows:

- $M_{F_q}$: The multiplication of two elements in $F_q$;
- $M_{F_{q^k}}$: The multiplication of two elements in $F_{q^k}$;
- $M_{F_{q^k} \times F_{q^k}}$: The multiplication of an element in $F_{q^k}$ and one in $F_{q^k}$;
- $S_{F_{q^k}}$: The square of an element in $F_{q^k}$;
- $S_{F_{q^k}}$: The square of an element in $F_{q^k}$.

Our scheme can reduce the number of computations of the loop of the elliptic net method down to $1S_{F_{q^k}} + 9M_{F_{q^k}}$. The reduction is equal to the operations in precomputing. The types of operations saved depend on the type of pairings. We see that the time needed for the computing phase for a $G_2 \times G_1$ pairing, denoted as $t_{pre}$, is exactly $(1S + 9M)/(7S + 35M)\mu$no.pre, where $\mu$no.pre denotes the time needed for computing a $G_2 \times G_1$ pairing using the elliptic net method. When the characteristic $p$ is neither 2 nor 3, we can take $S = 0.8M$. In this situation, $t_{pre} = (9.8/40.6)\mu$no.pre = 0.241$t_{no.pre}$. However, in $G_1 \times G_2$ pairings, because the types of operations are different in precomputing and computing (the operations in computing require more time), the relationship between $t_{no.pre}$ and $t_{pre}$ is $t_{pre} > 0.241t_{no.pre}$.

4.2 Storage cost

For each $WPQ(i, 0)$ vector, there are eight elements. However, since it is necessary to fix certain elements, it is only necessary to store six elements for each loop. The storage costs for $G_1 \times G_2$ and $G_2 \times G_1$ pairings are listed in Table 2.

### Table 2. Storage Cost.

<table>
<thead>
<tr>
<th>Types</th>
<th>Field</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1 \times G_2$</td>
<td>$F_{q^k}$</td>
<td>$6 \times \log_2 m$</td>
</tr>
<tr>
<td>$G_2 \times G_1$</td>
<td>$F_{q^k}$</td>
<td>$6 \times \log_2 m$</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, we proposed a method based on the elliptic net method proposed by Stange in [10], for computing fixed argument pairings. According to our analysis, our method saves about 70% of the time cost, relative to the Elliptic Net Method without precomputation, for computing $G_2 \times G_1$ pairings.
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