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Feedback active noise control (FB-ANC) systems need no reference signal sensors and their implementation cost is therefore attractive due to the relatively simple configuration. This paper reports the design of an FB-ANC system for free sound fields by $H_\infty$ control theory based on a lower-order infinite impulse response (IIR) model of the acoustic plant. The acoustic plant, which is an acoustic transmission system from a loudspeaker (i.e. the actuator) to an error microphone (i.e. the sensor), is first devised by using the physical modeling method in conjunction with a system identification result. The feedback controller is next designed to attenuate the noise level in the vicinity of the error sensor by reducing the sensitivity function over the frequency range of interest. $H_\infty$ control theory is applied to achieve the control objective, because it can formulate the control specifications in terms of the frequency weighting functions in the frequency domain. Finally, the effectiveness of the proposed design procedure is demonstrated by experimental tests.
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1. Introduction

Many studies have been reported on active noise control (ANC) systems, especially feed-forward ANC (FF-ANC) systems\(^3\). Figure 1 shows a single-input, single-output, and single-error (SISPOSE) system, where $H$ and $P$ are respectively the transfer functions from the noise source to the error sensor (microphone), and from the secondary source (loudspeaker) to the error sensor. $C$ represents the transfer function of the feed-forward controller\(^3\). The control objective of the ANC system is to reduce the noise level in the vicinity of the error microphone over the frequency range of interest. To achieve this objective, the feed-forward controller calculates the control signal based on the reference and error signals. The best-known FF-ANC system is based on the filtered-x least mean square (LMS) algorithm which has been proposed for adaptive filtering\(^4\).

One of the problems restricting industrial applications of the FF-ANC system is its high cost, for example, numerous reference signal sensors, i.e. input signals, are required when an FF-ANC system is employed for reducing road noise in the cabin of an automobile\(^5\), because the input paths are very complex. It is also known that the optimum placement of the reference signal sensors is a very difficult task.

In order to solve these problems, this study focuses on the feedback (FB) ANC system shown in Fig. 2. A typical FB-ANC system is based on the tight-coupled monopole (TCM) method\(^5\), in which error sensors (i.e. microphones) are placed near the control noise sources (i.e. speakers). However, it
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\caption{Configuration of an SISPOSE FF-ANC system}
\end{figure}
seems that little research has been reported on the FB-ANC system from the point of view of feedback control engineering. In recent years, some studies based on the feedback control theory have been attempted\textsuperscript{19,15}, although FB-ANC research is still less extensive than FF-ANC research.

The main advantage of the FB-ANC system is its relatively simple configuration because it needs no reference signal sensors (see Fig. 2). On the other hand, the drawback of FB-ANC is that its noise reduction performance is usually inferior to that of FF-ANC. Therefore, clarifying the performance of an FB-ANC system by applying feedback control theory is considered to be an important prerequisite for further advancements in ANC technology.

The objective of this present study is to design a feedback controller (C in Fig. 2) by applying $\mathcal{H}_\infty$ control theory\textsuperscript{16} based on a low-order infinite impulse response (IIR) model of the plant. The plant in the FB-ANC system, which is denoted by $P$ in Fig. 2 is an acoustic transmission system from a loudspeaker (i.e. the actuator) to an error microphone (i.e. the sensor). The control objective of the FB-ANC system is to reduce the noise level in the vicinity of the error microphone over a low-frequency range below 500 Hz, since noise at more than 500 Hz can be attenuated by conventional passive noise control methods.

In Section 2 of this paper, the acoustic plant, which contains a loudspeaker, sound field and microphone, is devised by using the physical modeling method in cooperation with a system identification result. The loudspeaker and the microphone are modeled by physical insight with equivalent electrical circuits. The sound field is also represented by the physical modeling method, assuming that the distance from the speaker to the microphone is sufficiently short relative to the wavelength of the sound to be controlled. Since the phase characteristics of the model are very important for designing the feedback controller, these are fitted to the system identification result that is obtained by the well-known LMS algorithm that assumes a high-order finite impulse response (FIR) model. In Section 3, a feedback controller is designed to attenuate the noise level in the vicinity of the error microphone by reducing the sensitivity function over the frequency range of interest. $\mathcal{H}_\infty$ control theory is applied to achieve the control objective, because it can formulate the control specifications in terms of the frequency weighting functions in the frequency domain. In Section 4, the effectiveness of the proposed design procedure is demonstrated by tests. Finally, in Section 5, the conclusions are presented. Throughout this paper, the terms “speaker” and “microphone” respectively refer to the control sound source and error sensor used in this study.

2. Modeling of the Acoustic Plant

2.1 Conventional modeling methods

The most commonly used modeling method in ANC studies is system identification\textsuperscript{13}. In particular, the celebrated LMS algorithm for an FIR model is widely employed because it is simple and does not require squaring, averaging or differentiating operations\textsuperscript{16}. Moreover, robustness of the LMS algorithm has also been revealed\textsuperscript{19}. However, an FIR model with numerous parameters, for example 64 or 256 or more, is required to precisely describe the plant dynamics. Furthermore, it is not necessarily an FIR model, but a low-order IIR model that is used to design a feedback controller by $\mathcal{H}_\infty$ control theory.

The simplified hyperstable adaptive recursive filter (SHARF) algorithm\textsuperscript{13} has been applied as an IIR modeling method for ANC systems to reduce the parameters in the model. The actual number of parameters, however, was determined by trial and error. As a means of determining the number of parameters with quantitative indicators, an IIR model identification method employing a subspace method has been proposed\textsuperscript{19}.

Nevertheless, it is not clear to what extent the number of parameters can be reduced while still maintaining the required precision, determining this not only simplifies the design of the FB controller, but is also an important factor in achieving low-cost ANC. Moreover, a discrete-time model was obtained by the system identification methods just referred, although a continuous-time model is usually more suitable for controller design. For this purpose, the present study employs physical modeling to obtain a reasonable-precision, low-order and continuous-time model to design the feedback control system.

2.2 Modeling procedure

The proposed modeling procedure for the acoustic plant is summarized as follows.

Step 1 Physical modeling
Step 2 System identification experiment
Step 3 Modeling of implementation devices
Step 4 Parameter tuning
Step 5 Evaluation of model uncertainty

Step 1 Physical modeling

The acoustic plant is composed of three parts: a loudspeaker, an acoustic field, and a microphone. Physical models of these components are derived in the next steps.

Step 1.1 Physical model for the loudspeaker

The loudspeaker, which is considered as a mechanical system, is converted to an equivalent electrical circuit. Transfer function $P(s)$ from applied voltage $u_0$ [V] to vibration velocity $v_0$ [m/s] of the diaphragm can be described by the following second-order system:

$$P(s)=\frac{As}{as^2+bs+c}$$

where

$$a_2=\frac{8}{3}a^2\rho r + mr + Lr, \quad a_1=r \cdot r_u + C_u L + A^2, \quad a_0=C_u$$

and $\rho$ [kg/m$^3$] is the air density, $a$ [m] is the cone radius, $m$ [kg] is the diaphragm and coil mass, $A$ is the electrodynamic converter's force factor, $r$ [W] is the coil resistance, $L$ [H] is the coil inductance, $r_u$ [Ns/m] is the mechanical resistance, and $C_u$ [N/m] is stiffness of the diaphragm support.

Step 1.2 Physical model for the sound field

It is assumed in this study that the distance from the speaker to the microphone is sufficiently short relative to the wavelength of the sound to be controlled. Since the effect of direct sounds rather than reflected sounds is predominant even in an enclosed space such as an indoor chamber, the effect of the natural acoustic mode is considered to be minimal. Therefore, a free sound field is assumed for the sake of simplicity.

It is also assumed that the radiative surface of the loudspeaker can be approximated by a planar piston, because the vibration velocity of the diaphragm is equivalent to that of air particles on the diaphragm. Transfer function $P(s)$ from diaphragm air particle velocity $v_0$ [m/s] to the sound pressure at a point on the central axis located distance $l$ [m] from the planar piston can be written by

$$P(s)=\rho c\left(\exp\left(-\frac{l}{c}\right)-\exp\left(-\frac{\sqrt{T^2+a^2}}{c}\right)\right)$$

where $c$ [m/s] is the speed of sound. If the distance to the measurement point is extremely large relative to the speaker radius, or if the sound contains only low-frequency components, Eq. (2) can be approximated by

$$P(s)=\frac{\rho c^2}{273^3}\exp\left(-\frac{l}{c}\right).$$

Equation (3) shows that the sound radiation characteristics consist of derivative element $(\rho c^2/273)a$ and time delay element $\exp\left(-l/(cl)\right)$. This is a reasonable result since the loudspeaker has a radiative property and the acoustic transmission system is a dead-time type. To examine the approximation accuracy of Eq. (3), the sound pressure levels as a function of distance $l$ are plotted in Fig. 3 for sound frequencies of 40 Hz and 500 Hz, respectively. The reason why these frequencies were selected is that the target frequency range of the noise reduction considered in this study is from 40 Hz to 500 Hz. The radius of the cone was $a=0.0475$ m which is the same as that of the actual speaker used in the experiments which will be described later. From Fig. 3, it is clear that Eq. (3) is fully capable of expressing the transfer function of a sound field when the distance is larger than 0.1 m which is shaded in the figures.

Step 1.3 Physical model for the microphone

A condenser microphone based on a stiffness control is used as the error sensor in this study. Transfer function of microphone $P(s)$ can be written by the proportional gain:

$$P(s)=1,$$

because its frequency response function has flat gain and no phase delay over the frequency range of interest.

Step 1.4 Physical model for the acoustic plant

The physical model for the acoustic plant made up from the three elements, $P(s)$, $P(s)$, and $P(s)$, can
be described by

\[ P_4(s) = P_1(s)P_2(s)P_3(s) \]

\[ = \frac{(\rho A d^2/2I)^2}{a s^2 + a s + a_0} \exp\left(-\frac{L}{c}s\right) \]

\[ = P_1(s) \exp(-\tau s) \quad (5) \]

Substituting the values for the physical parameters of the loudspeaker which is used for the experiments summarized in Table 1, \( P_1(s) \) and \( \tau \) for \( l=0.2 \) m can be written as

\[ P_1(s) = \frac{1.02 \times 10^{-3} s^2}{9.03 \times 10^{-3} s^2 + 12.43 s + 35126} \]

\[ \tau = 5.88 \times 10^{-4} \text{.} \]

Therefore, the acoustic plant (5) consists of second-order lumped-parameter system \( P_1(s) \) and a distributed-parameter system with time delay element \( \exp(-\tau s) \).

**Step 2** System identification experiment

In order to refine the physical model (5), a system identification experiment on the acoustic plant was carried out. The experiment was set up as shown in Fig. 4.

A pseudo-random signal whose power spectral density is flat below 1 kHz was applied as the identification input signal. The input and output data were measured at a sampling rate of 11 025 Hz, the number of data being 160 000. The sampling rate of the data was reduced by a factor of 8 to 1378 Hz, this decimation processing being applied in order to focus the identification frequency range below 500 Hz. This correspondingly reduced the number of data for system identification to 20 000. The decimated input and output signals are shown in Fig. 5.

A 64th-order FIR model was used for system identification, and the LMS algorithm was applied to the data. Bode plots of the identification result for \( l=0.2 \) m are shown in Fig. 6, in which it can be seen that the gain plot of the physical model (dashed line) is almost the same as the system identification result (solid line). However, the phase plot of the physical model differs greatly from the system identification result, because the physical model did not take the DSP dynamics of the implementation device into consideration. This is therefore modeled in the next step.

**Step 3** Modeling of the implementation device

The DSP dynamics can be approximated by an all-pass filter.
\[ P(s) \approx -0.000 \frac{8s + 1}{0.000 \ 8s + 1} \]  
\[ (6) \]

in frequency range below 500 Hz for the Active-5 DSP (Redec Co.) device that was used.

**Step 4 Parameter tuning**

The plant model can be written for Steps 1 to 3 as follows:

\[ P(s) = P_0(s)P_{q}(s) \]
\[ = -\frac{1.02 \times 10^{-2}s^2}{9.03 \times 10^{-2}s^2 + 12.43s + 3512.6} \]
\[ \times \frac{-0.000 \ 8s + 1}{0.000 \ 8s + 1} \exp(-5.88 \times 10^{-4}s). \]  
\[ (7) \]

In general, it is preferable to describe the model by a rational transfer function when the feedback controller has been designed based on robust control theory. In order to approximate \( \exp(-5.88 \times 10^{-4}s) \) by a rational function, Pade approximation of order 2:

\[ P_{a}(s) = \frac{1-as^4}{1+as^2}/12 \]
\[ (8) \]

is applied. Parameter \( a \) is tuned so that the phase characteristics of

\[ P_{nom}(s) = P_{a}(s)P_{q}(s)P_{a}(s) \]

match the system identification result obtained in Step 2 over the frequency range of 40~500 Hz, where \( P_{nom}(s) \) denotes a nominal model of the plant. \( a = 0.0035 \) was obtained by trial and error.

As a result, the plant can be described by a 5th-order IIR model represented by

\[ P_{nom}(s) = P_{a}(s)P_{q}(s)P_{a}(s) \]
\[ = \frac{0.020 \ 3s^2}{0.009 \ 63s^2 + 12.43s + 3 512.6} \frac{-0.000 \ 8s + 1}{0.000 \ 8s + 1} \]
\[ \times \frac{1.02 \times 10^{-4}s^2 - 1.75 \times 10^{-3}s + 1}{1.02 \times 10^{-4}s^2 - 1.75 \times 10^{-3}s + 1}. \]  
\[ (9) \]

A Bode plot of the model is shown by the solid line in Fig. 7, in which the dashed line shows the system identification result based on the 64th-order FIR model. It is clear that the 5th-order IIR model matches well with the conventional 64th-order FIR model over the frequency range of 40~500 Hz. Since the proposed approach is based on physical modeling, a continuous-time model can be directly obtained, which is very suitable for feedback controller design.

**Step 5 Evaluation of the model uncertainty**

An evaluation of the model uncertainty is required to design an FB-ANC system by \( \mathcal{H}_\infty \) control theory. The additive uncertainty can be evaluated by

\[ \Delta_{q}(j\omega) = P_{a}(j\omega) - P_{nom}(j\omega) \]  
\[ (10) \]

where \( P_{a}(j\omega) \) is a precise model which was obtained by system identification in Step 2 and \( P_{nom}(j\omega) \) is the nominal model which was calculated in Step 4.

In order to cover the additive model uncertainty \( |\Delta_{q}(j\omega)| \), a frequency weighting function

\[ W_{f}(s) = \frac{2.96s + 62.8}{s + 0.027} \]  
\[ (11) \]

was chosen for \( l = 0.2 \) m. Since the order of \( W_{f}(s) \)
influences the order of the designed controller, a 1st-order high-pass filter was employed. Figure 8 shows \( |\Delta_{q}(j\omega)| \) (dashed line) and \( |W_{f}(j\omega)| \) (solid line) for \( l = 0.2 \) m.

3. Feedback Controller Design Incorporating \( \mathcal{H}_\infty \) Control

The design of feedback controller \( C(s) \) in Fig. 2 is based on the nominal model described by Eq. (9) and frequency weighting function \( W_{f}(s) \) for the additive model uncertainty.

The control specifications of the FB-ANC system are as follows:

- **S1**: Stabilization of the closed-loop system
- **S2**: Attenuation of the sensitivity function in the low-frequency range, especially around 150 Hz
- **S3**: Robust stabilization against the additive model uncertainty.

In S2, sensitivity function \( S(s) \), which is the trans-
fer function from noise $d$ to error $e$, is defined by

$$S(s) = \frac{1}{1 + P(s)C(s)}.$$  

(12)

Also, we aim at attenuating noise level at 150 Hz, because low frequency road noise below 200 Hz is difficult to reduce by passive methods without increasing car weight in an actual car development.

$H_\infty$ control was adopted for the feedback controller design method, because it can assign the appropriate attenuation performance according to the sensitivity function. The nominal performance can be described by

$$\|W_d(s)S(s)\|_\infty < 1$$

(13)

where $W_d(s)$ is a frequency weighting function. To meet the control specification S2,

$$W_d(s) = \frac{K_{s}^2}{s^2 + 2\xi \omega_n s + \omega_n^2}$$

(14)

was applied where $\omega_n = 2\pi \times 150$. The other parameters $K$ and $\xi$ were tuned by trial and error based on the shape of $|S(j\omega)|$ so as to attenuate the noise level at 150 Hz. In this experiment, $K = 0.6$ and $\xi = 1/4$ were selected.

The design specification S3 is described by

$$\|W_r(s)T(s)\|_\infty < 1$$

(15)

where $T(s)$ is the complementary sensitivity function defined by

$$T(s) = \frac{P(s)C(s)}{1 + P(s)C(s)}$$

(16)

which is the transfer function from noise $d$ to the plant output. Frequency weighting function $W_r(s)$ is given by Eq.(11) in the previous section. The control problem considered here is known as a mixed sensitivity type.

The $H_\infty$ controller was designed in continuous-time by the Glover and Doyle method(19). The resulting sensitivity function is shown in Fig. 9, indicating a noise attenuation by the feedback controller of about 15 dB at a frequency of 150 Hz. It can be seen from

Fig. 9 Sensitivity function $|S(j\omega)|$ (solid line) and frequency weighting function $|W_d(j\omega)|^{-1}$ (dashed line)

Fig. 10 Configuration of the experimental apparatus

Fig. 9 that there are amplification areas such as 40~120 Hz and 200~500 Hz, where the sensitivity function is greater than 0 dB. This is an inherent drawback of the FB-ANC system, which is known as the water-bed effect, because the acoustic plant is a non-minimum phase system due to the time delay(16). In this study, however, we aim at attenuating the noise in a particular frequency band, which is around 150 Hz in our specifications, at the cost of amplification areas existing.

The obtained continuous-time controller can be digitized by bilinear transformation as follows:

$$s = \frac{2f_s}{1 + z^{-1}}.$$

The discrete-time controller,

$$C(z) = \frac{b_0 + b_1 z^{-1} + \ldots + b_{p-1} z^{-p}}{1 + a_1 z^{-1} + \ldots + a_{n} z^{-n}}$$

can then be obtained in which the sampling rate is $f_s = 3$ kHz. The values for these coefficients are $a_1 = -5.315$, $a_2 = 12.24$, $a_3 = -16.17$, $a_4 = 13.74$, $a_5 = -7.915$, $a_6 = 3.024$, $a_7 = -0.6469$, $a_8 = 0.04360$, $b_0 = 0.3173$, $b_1 = -1.575$, $b_2 = 2.635$, $b_3 = -1.138$, $b_4 = -1.685$, $b_5 = 2.445$, $b_6 = -1.252$, $b_7 = 0.2680$, and $b_8 = -0.01548$.

4. Experiments

The performance of the proposed feedback controller was tested by the experimental apparatus shown in Fig. 10. Pseudo road noise was used to simulate the noise inside an automobile.

The plot of the A-weighted relative sound pressure level for $l=0.2$ m is shown in Fig. 11. It is clear that the FB-ANC system attenuates the noise level at 150 Hz by about 15 dB, this being the predicted attenuation level based on the sensitivity function.

It is known that the zone of quiet, within which the pressure is at least 10 dB below that due to the primary source, is a sphere with a diameter of about one-tenth of a wavelength(19). Therefore, the zone of quiet in this experiment is expected to be a sphere with a diameter of 0.226 m, since the frequency of the target noise is 150 Hz.

By a similar modeling and controller design pro-
Sound pressure level of the FB-ANC system (solid line), where the dashed line indicates the original sound pressure level for \( l = 0.2 \) m.

The experimental result is shown in Fig. 13. It can be seen that the designed system attenuates the noise level at 150 Hz by about 11 dB and that the noise attenuation performance is degraded as distance \( l \) becomes longer. The experimental results concur with those of the theoretical study on FB-ANC systems[19].

An acoustic plant with \( l = 1 \) m was also modeled, the result being shown in Fig. 14, where the dashed line represents the system identification result. It is clear from the dashed line that the natural acoustic modes are dominant in this acoustic plant, so the

\[ \text{Fig. 11: Frequency range of 100~200 Hz} \]

\[ \text{Fig. 12: Proposed modeling result (solid line) and system identification result (dashed line) for } l = 0.5 \text{ m} \]

\[ \text{Fig. 13: Sound pressure level of the FB-ANC system (solid line), where the dashed line indicates the original sound pressure level for } l = 0.5 \text{ m} \]

\[ \text{Fig. 14: Modeling result by curve fitting (solid line) and the system identification result (dashed line) for } l = 1 \text{ m} \]
proposed modeling procedure could not be applied. Instead of this method, the curve fitting method in the frequency domain was applied such that the gain and phase characteristics below 200 Hz match the system identification result.

The experimental result is shown in Fig. 15. It is surprising that the designed system attenuates the noise level at 150 Hz by about 10 dB. However, the attenuation zone, i.e. the difference between the dashed line and solid one, has shrunk in comparison with the cases for \( l = 0.2 \) and 0.5 m.

5. Conclusions

The modeling and controller design procedure for an FB-ANC system for free sound fields is proposed. The acoustic plant was modeled as a low-order IIR model by the physical modeling method in conjunction with the system identification result under the assumption that the distance was sufficiently short relative to the wavelength of the sound to be controlled. A feedback controller was next designed to attenuate the noise level in the vicinity of the error sensor by \( H_\infty \) control theory based on the IIR model. Finally, the effectiveness of the proposed design procedure was demonstrated by experimental tests.

A free sound field has been assumed in this study. A systematic modeling and controller design procedure for an acoustic field with reverberation will be the subject of further study.
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