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Abstract. We explain the construction of a Hilbert space on quadrics arising by the method of pairing polarizations. Then we introduce a family of measures and operators from function spaces on these quadrics to $L^2(S^n)$ which are defined by fiber integration. We compare the quantization operators and characterize them in the framework of pseudo-differential operator theory. An asymptotic property of the reproducing kernel of the Hilbert spaces consisting of holomorphic functions defined on quadrics is proved. This is a generalization of the Segal–Bargmann space and its reproducing kernel. Next we treat the case of the complex projective space and we explain that the space corresponding to the quadric is a matrix space consisting of rank-one complex matrices whose square is zero. Most of the theorems can be stated in the same way parallel to the sphere case.
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1. Introduction

For any manifold we have two naturally defined spaces, its cotangent (tangent) bundle and the space of functions on it. When we consider a manifold as a set of a certain kind of physical states (the configuration space, which will have a manifold structure), the functions on it are said to be quantum states and the functions on the cotangent bundle are thought of as the observables in the sense of classical mechanics. In the most naive sense, we understand that a correspondence between quantities on the cotangent bundle and some quantity of the quantum states or quantum states themselves is a kind of quantization.
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Now, let $\mathcal{F}^0(M)$ and $\mathcal{P}^0(M)$ be the group of invertible Fourier integral operators and the group of invertible zeroth-order (classical-type) pseudo-differential operators on a closed manifold $M$ respectively. Then we have a well-known exact sequence

$$
\{0\} \longrightarrow \mathcal{P}^0(M) \longrightarrow \mathcal{F}^0(M) \xrightarrow{\sigma} \text{Diff}^1_{\text{sym}}(T^*_0(M)) \longrightarrow \{0\},
$$

where $\text{Diff}^1_{\text{sym}}(T^*_0(M))$ denotes the group of homogeneous (of degree 1) symplectic isomorphisms of the punctured cotangent bundle $T^*_0(M)$. The map

$$\mathcal{F}^0(M) \xrightarrow{\sigma} \text{Diff}^1_{\text{sym}}(T^*_0(M))$$

is the assignment of a Fourier integral operator to its symplectic isomorphism whose graph is the canonical relation of the Fourier integral operator (cf. [16–18]). An inverse group homomorphism $\text{Diff}^1_{\text{sym}}(T^*_0(M)) \longrightarrow \mathcal{F}^0(M)$ can be understood as a kind of quantization. However, we will not have such a map defined on all of the group $\text{Diff}^1_{\text{sym}}(T^*_0(M))$, so we must restrict ourselves to a subgroup of $\text{Diff}^1_{\text{sym}}(T^*_0(M))$ to be able to define an inverse map (see [8] for the case of compact subgroups of $\text{Diff}^1_{\text{sym}}(T^*_0(M))$). Of course there is a typical subgroup namely the group of diffeomorphisms of the manifold $M$, which can be seen as a subgroup of the Fourier integral operators $\mathcal{F}^0(M)$ and also can be naturally lifted to a subgroup of $\text{Diff}^1_{\text{sym}}(T^*_0(M))$. Note that a homogeneous symplectic isomorphism which is defined on all of the cotangent bundle arises from a diffeomorphism of the underlying manifold $M$ (cf. [29]). However, this example will not be so interesting, since it does not depend on any additional structure of the manifold. There would be one way to construct such a map, if we have a Hilbert space $\mathcal{H}$ of ‘nice’ classical observables and an isomorphism $T : \mathcal{H} \longrightarrow L^2(M)$ such that for a certain class of symplectic isomorphisms $C \in \text{Diff}^1_{s\omega}(T^*_0(M))$, which must preserve $\mathcal{H}$, the operator $T \circ C \circ T^{-1}$ will be in the group $\mathcal{F}^0(M)$ and $\sigma(T \circ C \circ T^{-1}) = C$. If the cotangent bundle or the punctured cotangent bundle has a complex structure, then the nice classical observables will consist of holomorphic functions. This is the case we discuss in this paper. We explain the method of pairing polarizations in the case of the sphere, following [23] as a typical and simple example, and we gather up the cases for which the punctured cotangent bundle has a Kähler structure.

In general, it will not be trivial to construct such a Kähler structure on the (punctured) cotangent bundle whose Kähler form coincides with the natural symplectic form (cf. [20–22, 24–27]). Here we treat the cases of spheres and complex projective spaces for which such a Kähler structure was constructed in [24], [14] and [12]. Based on this Kähler structure we can consider various Hilbert spaces consisting of holomorphic functions. In [23], [15] and [11] an operator was defined which gives an isomorphism between such a Hilbert space of holomorphic functions and the $L^2$-space on the base manifold (the configuration space) by the method of pairing polarizations (cf. [2]). A priori, inner products and fiber integration should be determined by this method. In the present paper, we define various Hilbert spaces consisting of holomorphic functions and quantization operators by inventing new parameters $(h, N)$ to these inner products. We specify the parameters leading to isomorphisms among the quantization operators and we compare their differences coming from the variation of $(h, N)$. Then we make it clear that most of the phenomena occurring are similar in the cases of the sphere, complex projective space and quaternion projective space. In this paper we do not treat the case of the quaternion projective space and the Cayley projective plane. However, we
have already constructed an explicit Kähler structure on the punctured cotangent bundle of the Cayley projective plane by embedding it into an $8 \times 8$-complex matrix space (cf. [12]). As for the case of quaternion projective spaces we have not only obtained a Kähler structure on the punctured cotangent bundle, but have also constructed the pairing of polarizations explicitly in [11]. Moreover, in [13] we have proved a theorem [13, Theorem 4.2] corresponding to Theorem 8.5 in this paper. As for these two cases several results corresponding to those in the present paper (cf. Theorems 3.1, 3.5, 4.2, 7.5 and so on) will be written separately.

In Section 2 we explain the construction of a Hilbert space on quadrics defined by the method of pairing polarizations. We follow [23] and based on the data arising from this example we introduce a family of measures and operators from function spaces on these quadrics to $L_2(S^n)$, which are defined by fiber integration. In Section 3 we compare the quantization operators and characterize them in the framework of a class of pseudodifferential operators. In Section 4 we prove an asymptotic property of the reproducing kernel of the Hilbert spaces consisting of holomorphic functions defined on quadrics. This is a generalization of the Segal–Bargmann space and its reproducing kernel (cf. [2, 4]). The case of the complex projective space is treated in Sections 5 and 6 and the space corresponding to the quadrics above consists of rank-one complex matrices whose square is zero. This is also a non-singular affine variety which is isomorphic to the punctured cotangent bundle of the complex projective space. Most of the theorems can be stated in a way parallel to the sphere case.

**2. Hilbert space on quadrics**

Let $S^n = \{(x_0, \ldots, x_n) \in \mathbb{R}^{n+1} \mid \sum x_k^2 = 1\}$ be the $n$-dimensional sphere with the standard Riemann metric induced from the Euclidean metric on $\mathbb{R}^{n+1}$. We identify the tangent bundle $T(S^n)$ and the cotangent bundle $T^*(S^n)$ by this metric and realize them as a subspace in $\mathbb{R}^{n+1} \times \mathbb{R}^{n+1}$:

$$T^*(S^n) \cong T(S^n) = \left\{ (x, y) \in \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \mid \sqrt{\sum x_k^2} = \|x\| = 1, (x, y) = \sum x_k y_k = 0 \right\}.$$

The symplectic form $\omega_S$ and the canonical one form $\theta_S$ on $T^*(S^n)$ are then the restrictions of the symplectic form $\sum_{k=0}^n d y_k \wedge d x_k$ and the canonical one form $\sum_{k=0}^n y_k \, d x_k$ on $T^*(\mathbb{R}^{n+1}) \cong \mathbb{R}^{n+1} \times \mathbb{R}^{n+1}$, respectively.

Let $T_0^*(S^n) \cong E_S = \{(x, y) \in T(S^n) \mid \|x\| = 1, y \neq 0\}$ be the punctured cotangent bundle. Then we define the map

$$\tau_S : E_S \longrightarrow \mathbb{C}^{n+1}\setminus\{0\}, \quad (x, y) \mapsto z = \|y\| x + \sqrt{-1} y$$

which gives a diffeomorphism onto

$$\tau_S(E_S) = X_S = \left\{ z \in \mathbb{C}^{n+1} \mid \sum_{k=0}^n z_k^2 = 0, z \neq 0\right\}.$$

Through this map it can be checked that the canonical one form $\theta_S$ and the symplectic form $\omega_S$ are expressed as

$$\theta_S = \frac{1}{\sqrt{2}} (\partial \|z\| - \overline{\partial} \|z\|) \quad (2.1)$$
and
\[ \omega_S = d\theta_S = \sqrt{-2d\partial\|z\|} = \sqrt{-2d\partial\|z\|}. \]

First we look over the construction of a Hilbert space consisting of holomorphic functions on quadrics \( X_S \) given in [23] and an operator (called the quantization operator of the geodesic flow) from this Hilbert space to \( L^2(S^n) \) (see [19, 20, 24]).

There are two global trivializations of the line bundle \((L, \nabla)\) defined by the symplectic form \( \omega_S \) and the global sections \( s_S \) and \( t_S \) such that the connection \( \nabla \) is given by the formulas
\[
\nabla_\xi (s_S) = 2\pi \sqrt{-1} \langle \partial\|z\|, \xi \rangle s_S \tag{2.2}
\]
and
\[
\nabla_\xi (t_S) = 2\pi \sqrt{-1} \langle \sqrt{-2d\partial\|z\|}, \xi \rangle t_S = -2\sqrt{2\pi} \langle \partial\|z\|, \xi \rangle t_S. \tag{2.3}
\]

If we put \( t_S = \varphi s_S \), then the function \( \varphi \) satisfies the equation
\[
d\log \varphi = 2\pi \sqrt{-1} (\sqrt{-2d\partial\|z\|} - \theta_S) = \sqrt{-2\pi d\|z\|},
\]
and the solution is given by (mod constants)
\[
\varphi(z) = e^{-\sqrt{2\pi}\|z\|}.
\]

We introduce an inner product on the trivial line bundle \( L \) with \( \langle s_S, s_S \rangle \equiv 1 \). Then the norm of the section \( t_S \) is \( \sqrt{\langle t_S, t_S \rangle} = e^{-\sqrt{2\pi}\|z\|} \).

Let \( d\text{vol}_S \) be the Riemann volume form on the sphere, then it is expressed as
\[
d\text{vol}_S = \sum_{k=0}^{n} (-1)^k x_k dx_0 \wedge \cdots \wedge d\hat{x}_k \wedge \cdots \wedge dx_n.
\]

Moreover, the pull-back \( \pi^*_S (d\text{vol}_S) \) of the volume element \( d\text{vol}_S \) by the projection map \( \pi_S : T^*_0(S^n) \to S^n \) gives the trivialization of the canonical line bundle \( K^F \) of the real polarization \( F (= \text{Ker}(d\pi_S) \subset T(T^*_0 S^n)) \).

The Kähler polarization \( G \) (anti-holomorphic tangent vectors) on \( X_S \) defined by the embedding \( \tau_S \) satisfies
\[
\langle \partial\|z\|, G \rangle = 0.
\]

We have a nowhere vanishing holomorphic global section
\[
\sigma_S = \frac{2}{\|z\|^2} \sum_{k=0}^{n} (-1)^k \bar{z}_k dz_0 \wedge \cdots \wedge d\hat{z}_k \wedge \cdots \wedge dz_n
\]
of the canonical line bundle \( K^G \) (the canonical line bundle \( K^G \) is the highest exterior product of the annihilator \( G^0 = \{ \xi \in T^*(X_S) \otimes \mathbb{C} \mid \xi(G) = 0 \} \)).

Let
\[
\Omega_S = \frac{(-1)^{n(n-1)/2}}{n!} \omega_S
\]
be the Liouville volume form on \( T^*_0(S^n) \), then we have the pairings as follows:
\[
\pi^*_S (d\text{vol}_S) \wedge \sigma_S = \sqrt{2} \sqrt{-1} \|z\|^{-1} \Omega_S, \tag{2.4}
\]
\[
\sigma_S \wedge \pi^*_S = 2^{n/2+3} \|z\|^{-n-2} \Omega_S. \tag{2.5}
\]
By taking the square roots of these data, an inner product of the polynomials on \( \mathbb{C}^{n+1} \) restricted to the quadrics is defined by the integral

\[
\langle p_1(z), p_2(z) \rangle = \int_{X_S} p_1(z) \overline{p_2(z)} e^{-2\sqrt{2\pi} \|z\|^n/2 - 1} \Omega_S.
\]  

(2.6)

Furthermore, the pairing of sections \( f \cdot s_S \otimes \sqrt{\sigma_S} \in \Gamma_G(L \otimes \sqrt{K^G}) \) and \( p \cdot t_S \otimes \sqrt{\sigma_S} \in \Gamma_F(L \otimes \sqrt{K^F}) \) is given by the integral

\[
\int_{X_S} f(\pi_S \circ \tau_S^{-1}(z)) p(z) e^{-\sqrt{2\pi} \|z\|^{n/2}} / \Omega_S.
\]

Here we mean a section \( \psi \in \Gamma_G(L \otimes \sqrt{K^G}) \), \( \psi = f \cdot t_S \otimes \sqrt{\sigma_S} \), if the coefficient function \( f \) is holomorphic on \( X_S \) (see [23] and [30] for the definition in terms of the connection along the polarization).

The transformation \( T_S \) from the space of parallel sections \( \Gamma_G(L \otimes \sqrt{K^G}) \) to \( C^\infty(S^n) \) is given by fiber integration:

\[
T_S(p)(x) d\text{vol}_S(x) = (\pi_S)_*(p(z) e^{-\sqrt{2\pi} \|z\|^{n/2}} / \Omega_S), \ x = \pi_S(z).
\]

(2.7)

More precisely, let \( f \in C^\infty(S^n) \), then the integral

\[
\int_{X_S} (\pi_S \circ \tau_S^{-1})^*(f)(z) p(z) e^{-\sqrt{2\pi} \|z\|^{n/2}} / \Omega_S
\]

defines a distribution on \( S^n \). Since the map \( \pi_S \) is a submersion, this distribution is given by a smooth function which we denote by

\[
T_S(p)(x) = ((\pi_S)_*(p(z) e^{-\sqrt{2\pi} \|z\|^{n/2}} / \Omega_S)),
\]

where \( * \) is the Hodge \( * \)-operator.

With these data we make completion of the space of polynomials on \( X_S \) (and denote it by \( H^2(X_S) \)) with respect to the above inner product.

**Theorem 2.1. (Rawnsley [23])** We have that

\[
T_S : \mathcal{H}^2(X_S) \rightarrow L_2(S^n)
\]

is an isomorphism.

From now on we always identify the space of parallel sections \( \Gamma_G(L \otimes \sqrt{K^G}) \) (with respect to the connection of the line bundle \( L \) given in the formula (2.3) and that along the Kähler polarization \( G \)) with the space of holomorphic functions \( \phi \) on quadrics through the correspondence

\[
\phi \leftrightarrow \phi \cdot t_S \otimes \sqrt{\sigma_S}
\]

and that in \( \Gamma_F(L \otimes \sqrt{(\pi_S)^*d\text{vol}_S}) \) with a smooth functions on the sphere. We introduce a family of new inner products on the space of polynomials on \( \mathbb{C}^{n+1} \) restricted to the quadrics \( X_S \) and depending on two parameters \( (h, N) \), \( h > 0 \) and \( N > -n \) as follows:

\[
\langle p_1, p_2 \rangle_{(h, N)} = \int_{X_S} p_1(z) \overline{p_2(z)} e^{-h \|z\|^n} / \Omega_S.
\]

(2.8)
When we decompose the quadrics as
\[ X_S \cong \mathbb{R}_+ \times \Sigma(S), \quad \Sigma(S) = X_S \cap \{ z \in \mathbb{C}^{n+1} \mid \|z\| = 1 \}, \]
the Liouville volume form \( \Omega_S \) is expressed as
\[ \Omega_S = t^{n-1} \, dt \wedge dv_{\Sigma(S)}(\sigma), \quad (t, \sigma) \in \mathbb{R}_+ \times \Sigma(S) \]
with a nowhere vanishing \((2n - 1)\)-form \( dv_{\Sigma(S)} \) on \( \Sigma(S) \) (volume form on \( \Sigma(S) \)) which is invariant under the action (lifted to \( X_S \)) of the orthogonal group \( O(n) \). By the condition \( N > -n \), all polynomials (restricted to \( X_S \)) are square-integrable with respect to the measure
\[ dm_{(h,N)}(z) = e^{-h\|z\|} \|z\|^N \Omega_S(z). \]

**Definition 2.2.** We write \( H^2(X_S, dm_{(h,N)}(z)) \) for the Hilbert space completion of the polynomials on \( X_S \) and with respect to the inner product (2.6).

In terms of fiber integration and corresponding to the (2.7) we introduce an operator \( T^S_{(h,N)} \) from functions on \( X_S \) with a suitable integrability condition to functions on \( S^n \).

**Definition 2.3.** We have
\[ T^S_{(h,N)}(\varphi)(x) = (\pi_S \circ \tau^{-1}_S)(\varphi(z) dm_{(h,N)}(z)), \quad \pi_S \circ \tau^{-1}_S(z) = x. \]

One of our main purposes in the present paper is to give a relation among the parameter \((h, N)\) and \((h', N')\) which leads to isomorphisms \( T^S_{(h',N')} \) between both Hilbert spaces \( \mathcal{H}^2(X_S, dm_{(h,N)}(z)) \) and \( L_2(S^n) \).

There is a version of Liouville’s theorem for holomorphic functions on a quadric.

**Proposition 2.4.** Let \( n \geq 2 \), then there are no bounded non-constant holomorphic functions on the quadrics \( X_S \).

For the proof see [22]. In this note we always assume that \( n \geq 2 \).

All functions in \( \mathcal{H}^2(X_S, dm_{(h,N)}(z)) \) can be expanded into an infinite sum as follows.

**Proposition 2.5.** The function \( \varphi \in \mathcal{H}^2(X_S, dm_{(h,N)}(z)) \) has an expansion of the form
\[ \varphi(z) = \sum_{k=0}^{\infty} \varphi_k(z), \]
with \( k \)-th order polynomials \( \varphi_k \).

The norm of \( \varphi(z) \) can be expressed as
\[ \|\varphi\|^2_{(h,N)} = \int_{X_S} |\varphi(z)|^2 \, dm_{(h,N)}(z) \]
and we have the following.
PROPOSITION 2.6. Let \(-n < \tilde{N} \leq N\), then
\[
\mathcal{H}^2(X_S, dm_{(h,N)}(z)) \hookrightarrow \mathcal{H}^2(X_S, dm_{(h,\tilde{N})}(z))
\]
and the inclusion is continuous: let \(\varphi \in \mathcal{H}^2(X_S, dm_{(h,N)}(z))\), then
\[
\|\varphi\|_{(h,\tilde{N})}^2 = \sum_{k=0}^{\infty} \frac{\Gamma(2k + \tilde{N} + n)}{h^{2k + N + n}} \int_{\Sigma(S)} |\varphi_k(\sigma)|^2 d\nu_{\Sigma(S)}(\sigma)
\leq h^{N-\tilde{N}} \sum_{k=0}^{\infty} \frac{\Gamma(2k + N + n)}{h^{2k + N + n}} \int_{\Sigma(S)} |\varphi_k(\sigma)|^2 d\nu_{\Sigma(S)}(\sigma)
= h^{N-\tilde{N}} \|\varphi\|_{(h,N)}^2.
\]

3. Comparison of quantization operators

In this section we compare the two operators \(T^{S}_{(h_0,N_0)}\) and \(T^{S}_{(h_1,N_1)}\). First we prove the following.

THEOREM 3.1. Let \(h_0 = h/2\) and \(N_0 = \frac{1}{2}(N-n/2)\), then the operator
\[
T^{S}_{(h_0,N_0)} : \mathcal{H}^2(X_S, dm_{(h,N)}(z)) \to L^2(S^n)
\]
is an isomorphism.

Remark 3.2. We can see that the case constructed by pairing of polarizations in [23] is a special case of Theorem 3.1 where \(h = 2\sqrt{2}\pi\) and \(N = n/2 - 1\).

Let \(P_k\) be the space of homogeneous polynomials of degree \(k\) on \(\mathbb{C}^{n+1}\). Considered as functions on \(X_S\), we denote it by \(P_k(X_S)\).

Let \(S_k\) be the space of harmonic polynomials of degree \(k\) on \(\mathbb{R}^{n+1}\). It is well-known that their restrictions to the sphere coincides with an eigenspace of the Laplace operator \(\Delta_{S^n}\) on the sphere \(S^n\) having the eigenvalue \(\lambda_k = k(k + n - 1)\) where \(k = 0, 1, \ldots\). The dimension of \(S_k\) is given by the formula
\[
\dim S_k = \frac{\Gamma(k + n - 1)(2k + n - 1)}{\Gamma(k + 1) \cdot \Gamma(n)}.
\]

For each \(k \in \mathbb{N}\), let \(A^S_k : S_k \to P_k\) be the map defined by the integral
\[
A^S_k(f)(z) = \int_{S^n} f(x) \langle x, z \rangle^k d\text{vol}_S(x),
\]
where \(\langle x, z \rangle = \sum_{i=0}^{n} x_i z_i\). Moreover, for each \(k\), let \(B^S_{(h,N;k)}\) be the map from \(P_k(X_S)\) to \(S_k\) defined by
\[
B^S_{(h,N;k)}(p)(x) = \int_{X_S} p(z) \langle x, z \rangle^k e^{-h \|z\|^2} \|z\|^N \Omega_S(z).
\]

Remark 3.3. Let \(\Delta\) be the Laplacian on \(\mathbb{R}^{n+1}\), then we have for each fixed \(z \in X_S\) that
\[
\Delta(\langle x, z \rangle^k) = 0,
\]
showing that the polynomial defined by the integral above is harmonic.
Let \( C_{(h, N; k)}^S \) be the map from \( \mathcal{P}_k(X_S) \) to \( \mathcal{P}_k(X_S) \) defined by the integral
\[
C_{(h, N; k)}^S(p)(\lambda) = \int_{X_S} p(z) \langle z, \lambda \rangle^k e^{-h\|z\|^2} \Omega_S(z) \quad (N > -n).
\]

By Schur’s lemma we know that the composition \( B_{(h, N; k)}^S \circ A_k^S \) is a constant multiple of the identity operator (we write \( a_k^S(h, N) \) for this constant) and can be expressed as an integral operator:
\[
(B_{(h, N; k)}^S \circ A_k^S)(f)(y) = \int_{S^n} \left( \int_{X_S} \langle x, z \rangle^k e^{-h\|z\|^2} \Omega_S(z) \right) f(x) \, d\nu_S(x).
\]

The explicit value of \( a_k^S(h, N) \) can be determined by the relation:
\[
\text{tr}(B_{(h, N; k)}^S \circ A_k^S) = a_k^S(h, N) \dim S_k
\]
\[
= \int_{X_S} \int_{S^n} |\langle x, z \rangle|^2 e^{-h\|z\|^2} dm_{(h, N)}(z) \wedge d\nu_S(x)
\]
\[
= \int_{\Sigma(S)} \int_{S^n} |\langle x, \sigma \rangle|^2 e^{-h\|\sigma\|^2} \wedge d\nu(S)(\sigma) \times \int_0^\infty \|z\|^{2k+N+n-1} e^{-h\|z\|^2} \, d\|z\|,
\]
where the integral
\[
\int_{S^n} |\langle x, \sigma \rangle|^2 e^{-h\|\sigma\|^2} \, d\nu_S(x)
\]
is independent of the variable \( \sigma \in \Sigma(S) \) and is given by the formula:
\[
\int_{S^n} |\langle x, \sigma \rangle|^2 e^{-h\|\sigma\|^2} \, d\nu_S(x) = \text{Vol}(S^{n-2}) \cdot \frac{\Gamma(k+1)}{2^k \cdot \Gamma((n-1)/2) \Gamma(k+(n+1)/2)}.
\]

We write
\[
a_k^S(h, N) = V_n^S(h, N) \cdot \frac{\Gamma(k+1)^2 \Gamma(2k+N+n)}{2^k \cdot h^{2k} (2k+n-1) \Gamma(k+n-1) \Gamma(k+(n+1)/2)},
\]
where the constant
\[
V_n^S(h, N) = \frac{\Gamma(n) \text{Vol}(\Sigma(S)) \text{Vol}(S^{n-2})}{h^{n+N} \Gamma((n-1)/2)}
\]
does not depend on the parameter \( k \). In the following we do not need the precise value of \( V_n^S(h, N) \), but we note that
\[
\text{Vol}(\Sigma(S)) = \text{Vol}(S^n) \cdot \text{Vol}(S^{n-1}(1/\sqrt{2})),
\]
where we write \( \text{Vol}(S^{n-1}(1/\sqrt{2})) \) for the volume of the \((n-1)\)-dimensional sphere with radius \( 1/\sqrt{2} \).

Again by Schur’s lemma we know that the operator \( C_{(h, N; k)}^S \) is a constant multiple of the identity operator with a constant \( c_k^S(h, N) \) given through the relation:
\[
\text{tr}(C_{(h, N; k)}^S) = c_k^S(h, N) \dim S_k
\]
\[
= \int_{X_S} \|\lambda\|^{2k} e^{-h\|\lambda\|^2} \|\lambda\|^N \Omega_S = \text{Vol}(\Sigma(S)) \frac{\Gamma(2k+N+n)}{h^{2k+N+n}}.
\]
For each fixed parameter \((h_0, N_0)\) we denote the restriction of \(T^S_{(h_0, N_0)}\) to \(\mathcal{P}_k(X_S)\) by \(T^S_{(h_0, N_0; k)}\). Then the actions of the orthogonal group on \(S_k\) and \(X_S\) commute with the operators \(T^S_{(h_0, N_0; k)}\) and \(A^S_k\). Since the representation of \(SO(n + 1)\) in \(S_k\) is irreducible and occurs only once in \(L^2(S^n)\), the restriction \(T^S_{(h_0, N_0; k)}\) must map \(\mathcal{P}_k(X_S) S_k\) and \(T^S_{(h_0, N_0; k)} \circ A^S_k\) equals a constant multiple of the identity operator with a constant \(b^S_k(h_0, N_0)\). Now, the composition \(A^S_k \circ T^S_{(h_0, N_0; k)}\) is given by the integral operator:

\[
A^S_k \circ T^S_{(h_0, N_0; k)}(\varphi)(\lambda) = \int_{X_S} (\pi_S \circ \tau^{-1}_S(z), \lambda)^k \varphi(z) e^{-h_0\|z\|^2} \|N_0 \Omega_S(z) \|.
\]

The constant \(b^S_k(h_0, N_0)\) can be obtained by

\[
b^S_k(h_0, N_0) \dim S_k = \int_{X_S} (\pi_S \circ \tau^{-1}_S(z), z)^k e^{-h_0\|z\|^2} \|N_0 \Omega_S(z) \| = \text{Vol}(\Sigma(S)) \cdot \int_0^\infty \frac{\|z\|^k}{\sqrt{2}} e^{-h_0\|z\|^2} \|z\|^{N_0 + n - 1} d\|z\| \cdot \Gamma(k + N_0 + n) / (\sqrt{2} k \cdot h_0^{k + N_0 + n}),
\]

Summarizing our results, we have

\[
B^S_{(h, N; k)} \circ A^S_k = a^S_k(h, N) \text{ Id},
\]
\[
T^S_{(h_0, N_0; k)} \circ A^S_k = b^S_k(h_0, N_0) \text{ Id},
\]
\[
C^S_{(h, N; k)} = c^S_k(h, N) \text{ Id},
\]
\[
T^S_{(h_0, N_0; k)} = \frac{b^S_k(h_0, N_0)}{a^S_k(h, N)} B^S_{(h, N; k)}.
\]

Of course these relations are similar to those given in [23] and can be deduced by the facts that the sphere is a symmetric space and the action of the orthogonal group is two-point homogeneous.

The norm of the operator \(T^S_{(h_0, N_0; k)}\) defined on the space \(\mathcal{P}_k(X_S)\) and having values in \(S_k\) can be calculated as

\[
\|T^S_{(h_0, N_0; k)}\|^2 = \frac{b^S_k(h_0, N_0)^2}{a^S_k(h, N)} = \text{constant} \times \frac{2^k h^{2k} \Gamma(k + N_0 + n)^2 \Gamma(k + (n + 1)/2)}{2^{2k} h_0^{2k} \Gamma(2k + N + n) \Gamma(k + 1)^2} \times \frac{1}{\dim S_k}.
\]

**Proof of Theorem 3.1.** If we put \(h = 2h_0\) and \(N = 2N_0 + n/2\) and apply Gauss’s multiplication formula [1] it follows by arguments similar to those in [23] that

\[
\infty > \lim_{k \to \infty} \|T^S_{(h_0, N_0; k)}\| > 0 \quad (3.1)
\]

and

\[
\infty > \lim_{k \to \infty} \|T^S_{(h_0, N_0; k)}^{-1}\| > 0, \quad (3.2)
\]

which shows Theorem 3.1. □
Remark 3.4. All of these operators $T^S_{(h_0, N_0)} : \mathcal{H}^2(X_S, dm_{2h_0, 2N_0 + n/2}) \to L_2(S^n)$ are not unitary, but their restriction to $\mathcal{P}_k(X_S)$ coincides with a constant multiple of a unitary operator.

Theorem 3.5. Let $N \geq \tilde{N} > -n$, and put $h_0 = h/2$, $N_0 = 1/2(N - n/2)$ and $\tilde{N}_0 = 1/2(\tilde{N} - n/2)$. Then $T^S_{(h_0, N_0)} \circ T^S_{(h_0, N_0)}^{-1} : L_2(S^n) \to L_2(S^n)$, i.e.

$$L_2(S^n) \xrightarrow{T^S_{(h_0, N_0)}^{-1}} \mathcal{H}^2(X_S, dm_{(h, N)}(z)) \xrightarrow{\mathcal{H}^2(X_S, dm_{(h, \tilde{N})}(z))} \xrightarrow{T^S_{(h_0, N_0)}} L_2(S^n)$$

is a pseudo-differential operator of order $\frac{1}{2}(\tilde{N} - N)$.

Corollary 3.6. Let $-n < \tilde{N} < N$, then the inclusion map (2.9) is compact.

Corollary 3.7. Let $N - \tilde{N} > 2n$, then the operator $T^S_{(h_0, \tilde{N}_0)} \circ T^S_{(h_0, N_0)}^{-1}$ is a trace class operator and the trace is given by

$$\text{tr}(T^S_{(h_0, \tilde{N}_0)} \circ T^S_{(h_0, N_0)}^{-1}) = (h/2)(N - \tilde{N})/2 \sum_{k=0}^{\infty} \frac{\Gamma(k + \tilde{N}/2 + (3n/4))}{\Gamma(k + N/2 + (3n/4))} \dim S_k.$$ 

For each $N > \tilde{N}$, the operator $T^S_{(h_0, \tilde{N}_0)}$ maps the space $\mathcal{H}^2(X_S, dm_{(h, N)}(z))$ onto the Sobolev space on $S^n$ of order $(N - \tilde{N})/2$, and we have the following.

Corollary 3.8. The projective limits

$$\lim_{N'} \mathcal{H}^2(X_S, dm_{(h, N')}(z)) \cong \bigcap_{N'} \mathcal{H}^2(X_S, dm_{(h, N')}(z))$$

are mapped onto $C^\infty(S^n)$ by $T^S_{(h_0, N_0)}$, where $h_0 = h/2$ and $N = 2N_0 + n/2 > -n$.

To prove Theorem 3.5, we recall a criterion for an operator defined by functional calculus with a positive self-adjoint elliptic operator to be a pseudo-differential operator.

Theorem 3.9. (Taylor [28]) Let $A$ be a first-order positive elliptic pseudo-differential operator of classical type defined on a closed manifold $M$ and let

$$A = \int_0^{+\infty} \lambda \, dE_A(\lambda)$$

be the spectral decomposition of $A$ with the spectral measure $\{E_A(\lambda)\}$. Furthermore, let $f \in S_{m, 0}(\mathbb{R})$ ($m \in \mathbb{R}$) be in the symbol class of Hörmander, that is $f$ satisfies

$$\left| \frac{d^\ell}{dt^\ell} f(t) \right| \leq C_\ell (1 + |t|)^{m-\ell}$$

for any $\ell$ with constant $C_\ell > 0$. Then

$$f(A) = \int_0^{+\infty} f(\lambda) \, dE_A(\lambda) = (2\pi)^{-1/2} \int_{-\infty}^{\infty} \hat{f}(t) e^{\sqrt{-1}tA} \, dt$$

(3.3)

is a pseudo-differential operator in the class $L_{1,0}^m(M)$, where

$$\hat{f}(t) = (2\pi)^{-1/2} \int_{-\infty}^{\infty} e^{-\sqrt{-1}tx} f(x) \, dx$$

is the Fourier transformation of $f$. 
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Proof of Theorem 3.5. Let \( \varphi \in S_k \) be a harmonic polynomial, then

\[
T^S_{(h_0, \tilde{N}_0)} \circ T^S_{(h_0, N_0)}^{-1} (\varphi) = \frac{b_S^S(h_0, \tilde{N}_0)}{b_S^S(h_0, N_0)} \cdot A_k^{S-1} \circ A_k^S (\varphi)
\]

\[
= \frac{b_S^S(h_0, \tilde{N}_0)}{b_S^S(h_0, N_0)} (\varphi) = h_0^{N_0-\tilde{N}_0} \cdot \Gamma(k + \tilde{N}_0 + n) (\varphi).
\]

Now, let \( f \) be the smooth function on \( \mathbb{R} \) defined for \( \lambda \geq 0 \) by

\[
f(\lambda) = \frac{\Gamma(\sqrt{\lambda^2 + ((n-1)/2)^2 + \tilde{N}_0 + (n+1)/2})}{\Gamma(\sqrt{\lambda^2 + ((n-1)/2)^2 + N_0 + (n+1)/2})}
\]

and let \( f(\lambda) = 0 \) for \( \lambda \ll 0 \). Then we have

\[
T^S_{(h_0, \tilde{N}_0)} \circ T^S_{(h_0, N_0)}^{-1} = h_0^{N_0-\tilde{N}_0} \cdot \int_0^\infty f(\lambda) \, dE_\lambda,
\]

where \( \{E_\lambda\} \) is the spectral measure of the square root of the Laplacian \( \sqrt{\Delta_{S^n}} \) on the sphere.

The square root of the Laplacian is a classical-type pseudo-differential operator of order one, so we have to show that \( f(\lambda) \in S_1^{(\tilde{N}-N)/2}(\mathbb{R}) \). First, we prove the following.

Lemma 3.10. Let \( m \in \mathbb{R} \) and assume that \( h(t) \) is the smooth function on \( \mathbb{R} \) defined for \( t > -m, > -\tilde{m} \) by:

\[
h(t) = \frac{\Gamma(t + \tilde{m})}{\Gamma(t + m)}
\]

and \( h(t) = 0 \) for \( t < -m, t < \tilde{m} \). Then \( h \in S_{1,0}^{m-m}(\mathbb{R}) \).

Proof. By the Stirling formula for sufficiently large \( t > 0 \) we have

\[
\frac{\Gamma(t + \tilde{m})}{\Gamma(t + m)} = \frac{e^{-(t+\tilde{m})}(t + \tilde{m})^{t+\tilde{m}-(1/2)}(1 + O(1/|t + \tilde{m}|))}{e^{-(t+m)}(t + m)^{t+m-(1/2)}(1 + O(1/|t + m|))}
\]

\[
= \frac{e^{-\tilde{m}}(t + \tilde{m})^{t+\tilde{m}-(1/2)}}{e^{-m}(t + m)^{t+m-(1/2)}} \cdot O(1)
\]

\[
= e^{m-\tilde{m}} \cdot t^{m-m} \cdot (1 + \tilde{m}/t)^{t+\tilde{m}-(1/2)} \cdot O(1)
\]

\[
= O(t^{m-m}).
\]

In fact, we have

\[
\lim_{t \to \infty} t^{m-\tilde{m}} \cdot \frac{\Gamma(t + \tilde{m})}{\Gamma(t + m)} = 1.
\]
Moreover,
\[
\frac{d}{dt} \frac{\Gamma(t + \tilde{m})}{\Gamma(t + m)} = \frac{\Gamma(t + \tilde{m})'}{\Gamma(t + m)} \frac{\Gamma(t + \tilde{m})}{\Gamma(t + m)} - \frac{\Gamma(t + m)'}{\Gamma(t + m)} \frac{\Gamma(t + m)}{\Gamma(t + m)}
\]
\[
= \frac{\Gamma(t + \tilde{m})}{\Gamma(t + m)} \left( \frac{\Gamma(t + \tilde{m})'}{\Gamma(t + \tilde{m})} - \frac{\Gamma(t + m)'}{\Gamma(t + m)} \right)
\]
\[
= \frac{\Gamma(t + \tilde{m})}{\Gamma(t + m)} \left( \sum_{\ell=0}^{\infty} \left( \frac{1}{t + m + \ell} - \frac{1}{t + \tilde{m} + \ell} \right) \right)
\]
\[
= O(t^{\tilde{m} - m - 1}),
\]
where we used the formula of the logarithmic derivative of the Gamma function:
\[
\frac{\Gamma(t)'}{\Gamma(t)} = -C_e + \sum_{\ell=0}^{\infty} \left( \frac{1}{\ell + 1} - \frac{1}{t + \ell} \right), \quad C_e = \text{Euler constant}.
\]

Applying the formula of the higher-order derivative of
\[
\frac{d^k}{dt^k} \left( \frac{\Gamma(t)'}{\Gamma(t)} \right) = \sum_{\ell=0}^{\infty} \frac{(-1)^{k+1} k!}{(\ell + t)^{k+1}}
\]
and by induction we have
\[
\frac{d^k}{dt^k} h(t) = O(t^{\tilde{m} - m - k}).
\]

Now, let \( r(\lambda) = \sqrt{\lambda^2 + ((n - 1)/2)^2} \), then \( r(\lambda) \in S_{1,0}^1(\mathbb{R}) \) and our function \( f \) is given by \( h(r(\lambda)) \) with \( \tilde{m} = \tilde{N}_0 + (n + 1)/2 \) and \( m = N_0 + (n + 1)/2 \). Finally and by induction again we find that \( f(\lambda) = h(r(\lambda)) \in S_{1,0}^{(N_N-N)/2}(\mathbb{R}) \).

**Remark 3.11.** So far, we have treated the cases \( N > -n \). For general \( N \), if we define the norms on the space \( \mathcal{P}_k(\mathbb{X}_S) \) for \( 2k + N + n \leq 0 \) in a suitable way, and for \( 2k + N + n > 0 \) by the integral (2.8), then our argument above is valid for such spaces of holomorphic functions on \( \mathbb{X}_S \).

### 4. Reproducing kernel

In this section we discuss a property of the reproducing kernel \( \mathcal{K}^S_{(h,N)} \) of the Hilbert space \( \mathcal{H}^2(\mathbb{X}_S, dm_{(h,N)}(z)) \). First, from the arguments in the preceding section we know that \( \mathcal{K}^S_{(h,N)}(z, \lambda) \) (we also write \( \mathcal{K}^S(z, \lambda) \), when the parameters \( (h, N) \) are fixed) can be expressed in the form of a power series:

\[
\mathcal{K}^S(z, \lambda) = \sum_{k=0}^{\infty} \frac{1}{a^S_k(h, N)} \langle z, \lambda \rangle^k
\]
\[
= \sum_{k=0}^{\infty} a^S_k(h, N) \int_{\mathbb{X}_S} \langle x, z \rangle^k \langle x, \lambda \rangle^k \, d\text{vol}_S(x). \tag{4.1}
\]

Note that for each \( k \), we have
\[
\frac{1}{a^S_k(h, N)} \int_{\mathbb{X}_S} \langle x, z \rangle^k \langle x, \lambda \rangle^k \, d\text{vol}_S(x) = \frac{1}{c^S_k(h, N)} \langle z, \lambda \rangle^k
\]
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and the series converges on the whole space $\mathbb{C}^{n+1} \times \mathbb{C}^{n+1}$. We remark, that with a function $f \in \mathcal{H}^2(X_S, dm(h,N)(z))$ Proposition 4.1 below follows from the identity

$$f(\lambda) = \langle f(\bullet), K^S(\bullet, \lambda) \rangle_{(h,N)} = \sum_{k=0}^{\infty} \frac{1}{c_k^S(h,N)} \int_{X_S} f(z) \langle z, \lambda \rangle^{k} e^{-h\|z\|^2} \Omega_S(z).$$

**Proposition 4.1.** Every function $f \in \mathcal{H}^2(X_S, dm(h,N)(z))$ can be extended to the whole complex space $\mathbb{C}^{n+1}$, i.e. the correspondence

$$\mathcal{H}^2(X_S, dm(h,N)(z)) \ni f \mapsto \langle f(\bullet), K^S(\bullet, \lambda) \rangle_{(h,N)}$$

is continuous to the space of all holomorphic functions on $\mathbb{C}^{n+1}$ with the topology of locally uniform convergence.

For (measurable) $f : \mathbb{C}^n \to \mathbb{C}$ and $\|f\|^2 = (1/\pi^n) \int_{\mathbb{C}^n} |f(z)|^2 e^{-\|z\|^2} \Omega_{\mathbb{R}}$ the Segal–Bargmann space is defined by

$$\mathcal{H}^2(\mathbb{C}^n, \pi^{-n} e^{-\|z\|^2} \Omega_{\mathbb{R}}) = \{ f \mid f \text{ entire function}, \|f\|^2 < \infty \}.$$

Here $\Omega_{\mathbb{R}}$ denotes the Liouville volume form on $T^*(\mathbb{R}^n) \cong \mathbb{C}^n$ or the Lebesgue measure on $\mathbb{R}^{2n}$. In this classical case the corresponding reproducing kernel is well-known to be $\mathcal{K}^\mathbb{R}(z, \lambda) = e^{\langle z, \lambda \rangle}$ and the product

$$\mathcal{K}^\mathbb{R}(\lambda, \lambda) e^{-h\|\lambda\|^2} \Omega_{\mathbb{R}} = \Omega_{\mathbb{R}}$$

returns to the Lebesgue measure on $\mathbb{R}^{2n}$.

Corresponding to (4.2) we prove a property for the product of the reproducing kernel $\mathcal{K}^S_{(h,N)}(z, \lambda)$ of the Hilbert space $\mathcal{H}^2(X_S, dm(h,N)(z))$ and the weight function of $dm(h,N)(z)$ with respect to $\Omega_S$.

**Theorem 4.2.** Let $N > -n$, then

$$\lim_{\|\lambda\| \to \infty} \mathcal{K}^S_{(h,N)}(\lambda, \lambda) e^{-h\|\lambda\|^2} \|\lambda\|^N = 2^{1-n} \frac{h^n}{\text{Vol}(\Sigma(S)) \Gamma(n)}.$$

First, we provide a lemma.

**Lemma 4.3.** Let $\{a_k\}$ and $\{b_k\}$ be positive sequences such that

$$\lim_{k \to \infty} \frac{b_k}{a_k} = 1,$$

and the power series $\sum a_kx^k$ and $\sum b_kx^k$ converge for all $x \in \mathbb{R}$, then

$$\lim_{x \to +\infty} \frac{\sum b_kx^k}{\sum a_kx^k} = 1.$$

**Proof.** Let $\epsilon > 0$, and let $k_\epsilon$ be such that

$$\left| \frac{b_k}{a_k} - 1 \right| < \epsilon, \quad \text{for } k > k_\epsilon,$$
i.e. \(|b_k - a_k| < \epsilon a_k\), for \(k > k_\epsilon\). Then

\[
\left| \sum_{k=0}^{\infty} \frac{b_k x^k}{c_k} - 1 \right| \leq \left| \sum_{k=0}^{k} \frac{(b_k - a_k)x^k}{c_k} \right| + \left| \sum_{k=k+1}^{\infty} \frac{(b_k - a_k)x^k}{c_k} \right| < \epsilon.
\]

So if we take \(x \gg 0\), then

\[
\left| \sum_{k=0}^{\infty} \frac{b_k x^k}{c_k} - 1 \right| < 2\epsilon,
\]

which shows the Lemma.

\[\square\]

**Proof of Theorem 4.2.** We recall that the reproducing kernel of the Hilbert space \(\mathcal{H}^2(X_S, dm(h,N)(z))\) has the form

\[
K_S(z, \lambda) = \sum_{k=0}^{\infty} \frac{\langle z, \lambda \rangle^k}{c_k},
\]

where

\[
c_k \dim S_k = \text{Vol}(\Sigma(S)) \frac{\Gamma(2k + N + n)}{h^{2k+N+n}},
\]

and

\[
\dim S_k = \frac{\Gamma(k + n - 1)(2k + n - 1)}{\Gamma(k + 1)\Gamma(n)}.
\]

So

\[
K_S(z, \lambda) = \sum_{k=0}^{\infty} \frac{h^{n+N}}{\text{Vol}(\Sigma(S))\Gamma(n)} \frac{\Gamma(k + n - 1)(2k + n - 1)}{\Gamma(2k + N + n)\Gamma(k + 1)} \cdot h^{2k} \cdot \langle z, \lambda \rangle^k
\]

\[= C(h, n, N) \sum_{k=0}^{\infty} \frac{\Gamma(k + n - 1)(2k + n - 1)}{\Gamma(2k + N + n)\Gamma(k + 1)} \cdot h^{2k} \cdot \langle z, \lambda \rangle^k,
\]

where

\[
C(h, n, N) = \frac{h^{n+N}}{\text{Vol}(\Sigma(S)) \cdot \Gamma(n)}.
\]

In particular, \(K_S\) can be expressed on the diagonal of \(X_S \times X_S\) in the form

\[
K_S(z, z) = C(h, n, N) \sum_{k=0}^{\infty} \frac{\Gamma(k + n - 1)(2k + n - 1)}{\Gamma(2k + N + n)\Gamma(k + 1)} \cdot h^{2k} \cdot |z|^2k,
\]

and we decompose it as

\[
\frac{K_S(z, z)}{C(h, n, N)} = \left\{ \sum_{k=0}^{\infty} 2 \cdot ||hz||^2 \frac{\Gamma(k + n)}{\Gamma(2k + N + n + 2)\Gamma(k + 1)} \cdot ||hz||^{2k} \right\} + (n - 1) \sum_{k=0}^{\infty} \frac{\Gamma(k + n - 1)}{\Gamma(2k + N + n)\Gamma(k + 1)} \cdot ||hz||^{2k}.
\]

(4.4)
First, let us consider the term (4.4)

\[
\sum_{k=0}^{\infty} 2 \cdot \|h\|^2 \frac{\Gamma(k+n)}{\Gamma(2k+N+n+2)\Gamma(k+1)} \cdot \|h\|^{2k},
\]

which we express simply as

\[
2x^2 \sum_{k=0}^{\infty} \frac{\Gamma(k+n)}{\Gamma(2k+N+n+2)\Gamma(k+1)} \cdot x^{2k}.
\]

So, instead of the series

\[
\lim_{k \to \infty} \frac{\Gamma(k+n)}{\Gamma(2k+N+n+2)\Gamma(k+1)} \cdot \frac{2^{2k_0+N+n+1} \Gamma(2\ell+1)\Gamma(\ell+2k_0+N+3)}{\Gamma(\ell+1)}
\]

we consider

\[
2x^2 \sum_{k=0}^{k_0-1} \frac{\Gamma(k+n)}{\Gamma(2k+N+n+2)\Gamma(k+1)} \cdot x^{2k} + \frac{x^{2k_0+2}}{2^{2k_0+N+n}} \sum_{\ell=0}^{\infty} \frac{\Gamma(\ell+1)}{\Gamma(\ell+2k_0+N+3)} \cdot x^{2\ell}.
\]

The second term can be expressed as

\[
\frac{x^{2k_0+2}}{2^{2k_0+N+n}} \sum_{\ell=0}^{\infty} \frac{\Gamma(\ell+1)}{\Gamma(\ell+2k_0+N+3)} \cdot x^{2\ell} = \frac{x^{2k_0+2}}{2^{2k_0+N+n} \cdot \Gamma(2k_0+N+2)} \sum_{\ell=0}^{\infty} t^\ell (1-t)^{2k_0+N+1} dt \frac{x^{2\ell}}{(2\ell)!} = \frac{x^{2k_0+2}}{2^{2k_0+N+n} \cdot \Gamma(2k_0+N+2)} \int_0^1 (1-t)^{2k_0+N+1} \cosh(\sqrt{t}x) dt.
\]

Since \(2k_0+2+N \geq 0\), the integral

\[
e^{-x}x^N \cdot \frac{x^{2k_0+2}}{2^{2k_0+N+n} \cdot \Gamma(2k_0+N+2)} \int_0^1 (1-t)^{2k_0+N+1} e^{-\sqrt{t}x} dt
\]
converges to zero when \( x \to \infty \). So we only consider the term
\[
\frac{x^{2k_0+2}}{2^{2k_0+N+n} \Gamma(2k_0 + N + 2)} \int_0^1 (1 - t)^{2k_0+N+1} \cdot \frac{e^{\sqrt{t}x}}{2} dt.
\]

Now, by the coordinate change \( \sqrt{tx} = y \), this integral is equal to
\[
\frac{x^{2k_0+2}}{2^{2k_0+N+n} \Gamma(2k_0 + N + 2)} \int_0^x (1 - (y/x)^2)^{2k_0+N+1} \cdot e^y \cdot \frac{y}{x^2} dy
\]
\[
= \frac{x^{2k_0+2}}{x^{4k_0+2N+2+N+n}} \cdot \frac{1}{\Gamma(2k_0 + N + 2)} \int_0^x (x^2 - y^2)^{2k_0+N+1} \cdot y \cdot e^y dy
\]
\[
= \frac{x^{2k_0+2}}{x^{4k_0+2N+2+N+n}} \cdot \Gamma(2k_0 + N + 2)
\]
\[
\times \int_0^x \frac{y^{2k_0+N+1}}{(x^2 - y^2)} \cdot (2x - y)^{2k_0+N+1} \cdot (x - y) \cdot e^{-y} dy.
\]

We have
\[
\lim_{x \to \infty} e^{-x} x^N \frac{x^{2k_0+2}}{2^{2k_0+N+n} \Gamma(2k_0 + N + 2)} \int_0^1 (1 - t)^{2k_0+N+1} \cosh(\sqrt{tx}) dt
\]
\[
= \lim_{x \to \infty} e^{-x} x^N \left\{ \frac{x^{2k_0+2}}{x^{4k_0+2N+2+N+n}} \cdot \frac{1}{\Gamma(2k_0 + N + 2)} \right\}
\]
\[
\times \int_0^x \frac{y^{2k_0+N+1}}{(x^2 - y^2)} \cdot (2x - y)^{2k_0+N+1} \cdot (x - y) \cdot e^{-y} dy
\]
\[
= \lim_{x \to \infty} x^N \left\{ \frac{x^{2k_0+2}}{x^{4k_0+2N+2+N+n}} \cdot \frac{1}{\Gamma(2k_0 + N + 2)} \right\}
\]
\[
\times \int_0^x \frac{y^{2k_0+N+1}}{(x^2 - y^2)} \cdot (2x - y)^{2k_0+N+1} \cdot (1 - y/x) \cdot e^{-y} dy \right\} = 2^{1-n}.
\]

Of course, we have
\[
\lim_{x \to \infty} e^{-x} x^N \left(2x^2 \sum_{k=0}^{k_0-1} \frac{\Gamma(k+n)}{\Gamma(2k + N + n + 2) \Gamma(k + 1)} \cdot x^{2k} \right) = 0.
\]

For the second term (4.5) we obtain
\[
K_2(h\|z\|) = (n - 1) \sum_{k=0}^\infty \frac{\Gamma(k+n-1)}{\Gamma(2k + N + n) \Gamma(k + 1)} \cdot \|h \cdot z\|^{2k},
\]
and by replacing \( n \) by \( n - 1 \) and \( N \) by \( N - 1 \) in the above calculations we find that
\[
e^{-x} x^N \cdot K_2(x) = O(x^{-1}).
\]

Hence, we have proved (4.3).
5. Geodesic flow and quantization of a free particle

In this section we consider the geodesic flow action \( \{ g_t \}_{t \in \mathbb{R}} \) on the Hilbert space \( \mathcal{H}^2(\mathbf{X}_S, dm_{(h,N)}(z)) \) and give an aspect of a quantization of a classical free particle. It was described in [23] that the geodesic flow on the sphere is represented simply by the multiplication with the complex number of modulus one \( \{ e^{i \sqrt{-1}} \}_{t \in \mathbb{R}} \) through the diffeomorphism \( \tau_S : T^*_0(S^n) \rightarrow \mathbf{X}_S \). Then for

\[
\varphi(z) = \sum_{k=0}^{\infty} \varphi_k(z) \in \mathcal{H}^2(\mathbf{X}_S, dm_{(h,N)}(z))
\]

with homogeneous \( \varphi_k \) of degree \( k \), the action of \( g_t \) on \( \varphi \) is given by

\[
g_t : \varphi \mapsto g_t(\varphi)(z) = \varphi(e^{-\sqrt{-1}t} \cdot z) = \sum e^{-\sqrt{-1}tk} \varphi_k(z).
\]

From this expression we see that the Hilbert space \( \mathcal{H}^2(\mathbf{X}_S, dm_{(h,N)}(z)) \) is invariant under the geodesic flow action. Let \( \{ e^{\sqrt{-1}t}\sqrt{\Delta_{S^0} + ((n-1)/2)^2} \}_{t \in \mathbb{R}} \) be the one-parameter group of unitary Fourier integral operators generated by the (positive) square root \( \sqrt{\Delta_{S^0} + ((n-1)/2)^2} \) of the Laplace operator. Then, for each \( t \in \mathbb{R} \) the canonical relation of the operator \( e^{\sqrt{-1}t}\sqrt{\Delta_{S^0} + ((n-1)/2)^2} \) is the graph of the symplectic isomorphism \( g_t : T^*_0(S^n) \rightarrow T^*_0(S^n) \) (cf. [10], [17] and [28]). In this case the group of symplectic isomorphisms is just \( U(1) \), and this gives an example stated in the introduction.

Now, let \( N + n > 0 \), \( h_0 = h/2 \) and \( N_0 = 1/2(N - n/2) \). By Theorem 3.1 we have an isomorphism

\[
T^S_{(h_0, N_0)} : \mathcal{H}^2(\mathbf{X}_S, dm_{(h,N)}(z)) \rightarrow L^2(S^n),
\]

as well as two one-parameter groups \( \{ g_t \} \) and \( \{ e^{\sqrt{-1}t}\sqrt{\Delta_{S^0} + ((n-1)/2)^2} \} \) of unitary operators. Then by comparing both sides of (5.1) below restricted to the eigenspaces of the Laplace operator \( \Delta_{S^n} \) and after a straightforward calculation one verifies the following.

**THEOREM 5.1.** We have

\[
T^S_{(h_0, N_0)} \circ g_t = e^{-t\sqrt{-1}(n-1)/2} e^{\sqrt{-1}t}\sqrt{\Delta_{S^0} + ((n-1)/2)^2} \circ T^S_{(h_0, N_0)}. \tag{5.1}
\]

Since the Hilbert space \( \mathcal{H}^2(\mathbf{X}_S, dm_{(h,N)}(z)) \) has a reproducing kernel, for each point \( z \in \mathbf{X}_S \), there is a function \( q_z(x) \in L^2(S^n) \) such that

\[
T^S_{(h_0, N_0)}^{-1}(f)(z) = \int_{\mathbf{X}_S} T^S_{(h_0, N_0)}^{-1}(f)(\lambda) \cdot K^S_{(h,N)}(\lambda, z) \ dm_{(h,N)}(\lambda)
\]

\[
= \int_{S^n} f(x) \overline{q_z(x)} \ dvols(x),
\]

and \( q_z \) is given by

\[
q_z(x) = \sum_{k=0}^{\infty} \frac{1}{b^S_k(h_0, N_0)} (x, z)^k.
\]

The function \( q_z \) can be seen as a quantization of a classical free particle and we have a correspondence of classical and quantum paths.

**THEOREM 5.2.** We have

\[
q_{e^{\sqrt{-1}t}z} = e^{t\sqrt{-1}(n-1)/2} e^{-\sqrt{-1}t}\sqrt{\Delta_{S^0} + ((n-1)/2)^2}(q_z).
\]
6. Complex projective space

In this section we give a result corresponding to Theorem 3.1 in the case of the complex projective space \( P^n \).

Let \( X_\mathbb{C} \) be the subspace in the \((n + 1) \times (n + 1)\) complex matrices defined by
\[
X_\mathbb{C} = \{ A \in M(n + 1; \mathbb{C}) \mid A^2 = 0, \ \text{rank} \ A = 1 \}. \tag{6.1}
\]

In [14] we constructed an isomorphism between \( X_\mathbb{C} \) and the punctured (co)tangent bundle \( T^*_0(P^n) \) of the \( n \)-dimensional complex projective space. First, we describe this isomorphism and the complexified Hopf fiber bundle mostly by following [15] and we state our main Theorems 6.8, 6.9 and 7.5 in this and the following sections.

We identify \( \mathbb{C}^{n+1} \cong \mathbb{R}^{2n+2} \) through the correspondence:
\[
\mathbb{C}^{n+1} \ni p = (p_0, \ldots, p_n) = (x_0 + \sqrt{-1}x_{n+1}, \ldots, x_n + \sqrt{-1}x_{2n+1})
= (x' + \sqrt{-1}x'' \leftrightarrow (x', x''))
= (x_0, x_1, \ldots, x_n, x_{n+1}, \ldots, x_{2n+1}) = x \in \mathbb{R}^{2n+2}.
\]

\( \mathbb{C}^{n+1} \) is equipped with the Hermitian inner product \( \langle p, \overline{q} \rangle = \sum p_i\overline{q}_i \) and the inner product on \( \mathbb{R}^{2n+2} \) is defined by
\[
\text{Re} \langle p, \overline{q} \rangle = \sum_{i=0}^{2n+1} x_i y_i = \langle x, y \rangle,
\]
where \( p_i = x_i + \sqrt{-1}x_{n+1+i}, q_i = y_i + \sqrt{-1}y_{n+1+i}, \overline{q} = (\overline{q}_0, \ldots, \overline{q}_n) \).

Let \( \pi_\mathbb{H} \) be the projection map (Hopf fibration):
\[
\pi_\mathbb{H} : S^{2n+1} \longrightarrow P^n \mathbb{C}.
\]

We introduce the Riemann metric on \( P^n \mathbb{C} \) by descending the standard Riemann metric on the unit sphere \( S^{2n+1} = \{ z \in \mathbb{C}^{n+1} \mid ||z|| = 1 \} \) through \( \pi_\mathbb{H} \) and identify the tangent bundle \( T(P^n \mathbb{C}) \) and the cotangent bundle \( T^*(P^n \mathbb{C}) \) by this metric. Then the cotangent bundle \( T^*(P^n \mathbb{C}) \cong T(P^n \mathbb{C}) \) is realized in the matrix space as follows:
\[
T^*(P^n \mathbb{C}) \cong T(P^n \mathbb{C}) \cong \{ (P, Q) \in M(n+1, \mathbb{C}) \times M(n+1, \mathbb{C}) \mid P^2 = P, \ \text{tr}(P) = 1, \ PQ + QP = Q, \ P = P^*, \ Q = Q^* \},
\]
where the inner product on \( M(n+1, \mathbb{C}) \) is defined by
\[
\text{tr}(A \cdot B^*) = \sum_{i=0}^{2n+1} x_i y_i = \langle x, y \rangle,
\]
\[
\langle x', x'' \rangle = 1, \langle x', y' \rangle + \langle x'', y'' \rangle = 0, y' + \sqrt{-1}y'' = q \neq 0.
\]

We denote the subspace in this space with the condition \( Q \neq 0 \) by \( E_\mathbb{C} \). Recall that
\[
E_\mathbb{S} \cong T_0(S^{2n+1}) \cong T^*_0(S^{2n+1})
\]
is the punctured (co)tangent bundle of the sphere
\[
T_0(S^{2n+1}) \cong E_\mathbb{S} = \{ (x', x''; y', y'') \in \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \mid \langle x', x'' \rangle = 1, \langle x', y' \rangle + \langle x'', y'' \rangle = 0, y' + \sqrt{-1}y'' = q \neq 0 \}.
\]
Also, let \( E^0_S \) be a subspace in \( E_S \) such that
\[
E^0_S = \{(x', x''; y', y'') \in \mathbb{R}^{4n+4} \mid \langle x', x' \rangle + \langle x'', x'' \rangle = 1, \langle x', y' \rangle + \langle x'', y'' \rangle = 0, q + \langle p, q \rangle \neq 0 \}.
\]

The last condition means that the tangent vector
\[
(x', x''; y', y'') \in T_{(x', x'')} (S^{2n+1})
\]
is not parallel to \( (x', x''; -x'', x') \in T_{(x', x'')} (S^{2n+1}) \). The differential
\[
d\pi_b: E^0_S \to E_C
\]
of the map \( \pi_b \) is described as
\[
d\pi_b(x', x'', y', y'') = d\pi_b(p, q) = (P, Q),
\]
where
\[
P = (p_i \bar{p}_j), \quad Q = (q_i \bar{q}_j) + (p_i \bar{p}_j), \quad Q \neq 0.
\]

Here again recall that we defined \( \tau_S(x', x''; y', y'') \) as
\[
\tau_S(x', x''; y', y'') = (\|q\| x' + \sqrt{-1} y', \|q\| x'' + \sqrt{-1} y'')
\]
\[
= (u, v) \in \mathbb{C}^{n+1} \times \mathbb{C}^{n+1},
\]
and put \( X^0_S = \tau_S(E^0_S) \). Let \( \alpha \) be the map
\[
\alpha: X^0_S \longrightarrow X_C,
\]
\[
X^0_S \ni (u, v) \mapsto A = (a_{ij}), \quad a_{ij} = (u_i + \sqrt{-1} v_i)(u_j - \sqrt{-1} v_j),
\]
then it can be easily seen that \( \alpha \circ \tau_S(x', x''; y', y'') \in X_C \). Now, let \( \gamma \) be defined by
\[
\gamma: \mathbb{C}^{n+1} \times \mathbb{C}^{n+1} \longrightarrow \mathbb{C}^{n+1} \times \mathbb{C}^{n+1}
\]
\[
(u, v) \mapsto (z, w), \quad z = u + \sqrt{-1} v, \quad w = u - \sqrt{-1} v,
\]
and \( \beta: \mathbb{C}^{n+1} \times \mathbb{C}^{n+1} \to M(n + 1, \mathbb{C}) \) be the map
\[
\beta(z, w) = (a_{ij}), \quad a_{ij} = z_i w_j,
\]
then
\[
\gamma(X^0_S) = \left\{ (z, w) \in \mathbb{C}^{n+1} \times \mathbb{C}^{n+1} \mid z \neq 0, w \neq 0, B(z, w) = \sum z_i w_i = 0 \right\}
\]
and
\[
\beta \circ \gamma = \alpha.
\]

Through this relation, we return back the obvious \( \mathbb{C}^* \)-action on \( \gamma(X^0_S) \) to the space \( X^0_S \).

Then the action is expressed as
\[
\begin{cases}
X^0_S \times \mathbb{C}^* \to X^0_S, \\
(u, v; \lambda) \mapsto (u, v; \lambda = (\tilde{u}, \tilde{v})
\end{cases}
\]
\[
\tilde{u} = \frac{1}{2} \left( \lambda + \frac{1}{\lambda} \right) u + \frac{\sqrt{-1}}{2} \left( \lambda - \frac{1}{\lambda} \right) v,
\]
\[
\tilde{v} = -\frac{\sqrt{-1}}{2} \left( \lambda - \frac{1}{\lambda} \right) u + \frac{1}{2} \left( \lambda + \frac{1}{\lambda} \right) v.
\]

We make the following remark.
**Proposition 6.1.** We remark that \( \alpha : \mathbf{X}^0_S \rightarrow \mathbf{X}_C \) is a \( \mathbb{C}^* \)-principal bundle. We call this the complexified Hopf bundle.

Next, let \( \tau_C \) be a map
\[
\tau_C : \mathbf{E}_C \longrightarrow \mathbf{X}_C : (P, Q) \mapsto A \in \mathbf{X}_C
\]
\[
A = \|Q\|^2 P - Q^2 + \sqrt{\frac{-1}{2}} \|Q\| Q, \quad \|Q\| = \sqrt{\text{tr}(QQ^*)}.
\]
and let \( \mathbf{E}_S^H \) be the subspace in \( \mathbf{E}_S^0 \) defined by
\[
\mathbf{E}_S^H = \{ (p, q) \in \mathbf{E}_S^0 \mid \langle p, q \rangle = 0 \}.
\]

Then
\[
d\pi_b(\mathbf{E}_S^H) = \mathbf{E}_C
\]
and the following diagram is commutative:

\[
\begin{array}{ccc}
\mathbf{E}_S^H & \xrightarrow{\tau_S} & \mathbf{X}_S^0 \\
d\pi_b \downarrow & & \downarrow \omega \\
\mathbf{E}_C & \xrightarrow{\tau_C} & \mathbf{X}_C
\end{array}
\]

(6.3)

and we know that the map \( \tau_C \) is a diffeomorphism between \( \mathbf{E}_C \) and \( \mathbf{X}_C \).

Note that the diagram

\[
\begin{array}{ccc}
\mathbf{E}_S^0 & \xrightarrow{\tau_S} & \mathbf{X}_S^0 \\
d\pi_b \downarrow & & \downarrow \omega \\
\mathbf{E}_C & \xrightarrow{\tau_C} & \mathbf{X}_C
\end{array}
\]

(6.4)

is not commutative. The inverse map \( \tau_C^{-1} \) is given as
\[
\tau_C^{-1}(A) = (P, Q),
\]
\[
P = \frac{A + A^*}{2\|A\|} + \frac{A \cdot A^* + A^* \cdot A}{2\|A\|^2},
\]
\[
Q = \frac{A - A^*}{\sqrt{-2 \cdot \|A\|}}.
\]

**Remark 6.2.** Let \( (p, q) \in \mathbf{E}_S^H \), i.e. \( (p, q) \in T_0(S^{2n+1}) \cong \mathbf{E}_S \) and assume that \( \langle p, q \rangle = 0 \). Then it can be checked for \( P = (p_i\bar{p}_j), Q = (p_i\bar{q}_j) + (q_i\bar{p}_j) \) and \( A = \tau_C(P, Q) \) that
\[
2\|q\|^2 = \|Q\|^2 = \|A\| = \sqrt{\text{tr}(AA^*)}.
\]

(6.5)
**Proposition 6.3.** The canonical one form $\theta_C$ and the symplectic form $\omega_C$ on the cotangent bundle of the complex projective space are expressed on the space $X_C$ as follows \[14\]:

$$
\theta_C = \sqrt{-1} \left( \partial \sqrt{\|A\|} - \bar{\partial} \sqrt{\|A\|} \right),
$$

$$
\omega_C = d\theta_C = \sqrt{-2} \partial \bar{\partial} \sqrt{\|A\|}.
$$

We use the same notation $\Omega_C$ for the Liouville volume form on $X_C$ and $E_C(\Omega_C(P, Q)$, or $\Omega_C(A), A \in X_C$) under the identification $E_C \cong X_C$. By the decomposition

\[ E_C \cong \mathbb{R}_+ \times (E_C \cap \{ (P, Q) | P, Q \in M(n+1, \mathbb{C}), \|Q\| = 1 \}) \cong X_C \cong \mathbb{R}_+ \times \Sigma(\mathbb{C}), \]

\[ (t, P, Q/\|Q\|) \leftrightarrow (s, A/\|A\|) \in \mathbb{R}_+ \times \Sigma(\mathbb{C}), \]

\[ s = t^2, \quad A = \tau_C(P, Q), \]

we can express $\Omega_C$ as

$$
\Omega_C(A) = \frac{1}{2} s^{n-1} \, ds \wedge d\nu_{\Sigma(\mathbb{C})}(\sigma), \quad (6.6)
$$

where

$$
A = (\|A\|, A/\|A\|) = (s, \sigma) \in \mathbb{R}_+ \times \Sigma(\mathbb{C})
$$

and with a (nowhere vanishing) $(4n-1)$-form $d\nu_{\Sigma(\mathbb{C})}(\sigma)$ on

\[ \{ A \in M(n+1, \mathbb{C}) | \|A\| = 1 \} \cap X_C. \]

Let $P_k = P_k(M(n+1, \mathbb{C}))$ be the space of all homogeneous polynomials on the matrix space $M(n+1, \mathbb{C})$ of degree $k$, and denote their restrictions to $X_C$ by $P_k(X_C)$. For each fixed $(h, N)$ with $h > 0$ and $N > -n$ let

$$
dm_{(h,N)}(A) = e^{-h \sqrt{\|A\|} \|A\|^N} \Omega_C(A) \quad (6.7)
$$

be a volume form on the space $X_C$. We define an inner product on $\sum \oplus P_k(X_C)$ by the integral

$$
\langle \varphi, \bar{\psi} \rangle_{(h,N)} = \int_{X_C} \varphi(A) \bar{\psi}(A) \, dm_{(h,N)}(A). \quad (6.8)
$$

Then for each $k \neq \ell$, the spaces $P_k(X_C)$ and $P_\ell(X_C)$ are orthogonal. We denote the completion of $\sum \oplus P_k(X_C)$ with respect to the norm $\| \cdot \|_{(h,N)}$ defined by this inner product by

$$
\mathcal{H}^2(X_C, dm_{(h,N)}(A)). \quad (6.9)
$$

**Remark 6.4.** We can prove along the same line as the proof of Proposition 2.4 that there are no bounded holomorphic functions on $X_C$ ($n \geq 1$).

**Proposition 6.5.** Any $\varphi(A) \in \mathcal{H}^2(X_C, dm_{(h,N)}(A))$ has an expansion of the form $\varphi(A) = \sum_{k=0}^{\infty} \varphi_k(A)$ with $k$th-order homogeneous polynomials $\varphi_k(A)$ on $M(n+1, \mathbb{C})$. 

The norm of \( \varphi(A) = \sum_{k=0}^{\infty} \varphi_k(A) \in \mathcal{H}^2(\mathbb{C}^n, dm_{(h,N)}(A)) \) can be expressed as

\[
\|\varphi\|^2_{(h,N)} = \int_{\mathbb{C}^n} |\varphi(A)|^2 dm_{(h,N)}(A)
\]

\[
= \sum_{k=0}^{\infty} \int_{\Sigma(C)} |\varphi_k(\sigma)|^2 d\nu_{\Sigma(C)}(\sigma) \times \int_0^{\infty} \frac{1}{2} \cdot \|A\|^{2k+N+n-1} e^{-h\sqrt{\|A\|}} d\|A\|
\]

\[
= \sum_{k=0}^{\infty} \frac{\Gamma(4k+2N+2n)}{h^{4k+2N+2n}} \int_{\Sigma(C)} |\varphi_k(\sigma)|^2 d\nu_{\Sigma(C)}(\sigma).
\]

**Proposition 6.6.** Let \( \tilde{N} \leq N \), then

\[
\mathcal{H}^2(\mathbb{C}^n, dm_{(h,N)}(A)) \hookrightarrow \mathcal{H}^2(\mathbb{C}^n, dm_{(h,\tilde{N})}(A)) \tag{6.10}
\]

and the inclusion map is continuous.

*Proof.* For \( \psi \in \mathcal{H}^2(\mathbb{C}^n, dm_{(h,N)}(A)) \), we have

\[
\sum_{k=0}^{\infty} \frac{\Gamma(4k+2\tilde{N}+2n)}{h^{4k+2\tilde{N}+2n}} \int_{\Sigma(C)} |\varphi_k(\sigma)|^2 d\nu_{\Sigma(C)}(\sigma)
\]

\[
\leq h^{2(N-\tilde{N})} \sum_{k=0}^{\infty} \frac{\Gamma(4k+2N+2n)}{h^{4k+2N+2n}} \int_{\Sigma(C)} |\varphi_k(\sigma)|^2 d\nu_{\Sigma(C)}(\sigma),
\]

and this inequality shows the assertion. \( \square \)

For any positive integer \( k \geq 0 \), let \( \mathcal{S}_k^C \) be the space of harmonic polynomials on \( \mathbb{R}^{2n+2} \cong \mathbb{C}^{n+1} \) which are invariant under the action of \( U(1) \) (and necessarily of even degree), that is, harmonic polynomials of the variables \( p_i \bar{p}_j \). We denote the space of their descents to the complex projective space by \( E_k^C \).

The proof of Proposition 6.7 below can be found in [6] (also see [7]).

**Proposition 6.7.** For all \( k \in \mathbb{N}_0 \) the space \( E_k^C \) is an eigenspace of the Laplacian \( \Delta \) on \( P^n \mathbb{C} \) with the eigenvalue

\[
\lambda_k = 4k(n+k). \tag{6.11}
\]

Moreover, it holds that \( \dim E_0^C = 1 \) and in the case \( k \in \mathbb{N} \) one has

\[
\dim E_k^C = \binom{n+k}{k}^2 - \binom{n+k-1}{k-1}^2 \tag{6.12}
\]

\[
= n(n+2k) \frac{\Gamma(n+k)^2}{\Gamma(n)^2\Gamma(k+1)^2}. \tag{6.13}
\]

Next, we define an operator \( T_{(h,N)}^C \) from functions on \( X^C \) with a suitable integrability condition to functions on \( P^n \mathbb{C} \).

For a function \( \psi(A) \) on \( X^C \), we denote the distribution on \( P^n \mathbb{C} \)

\[
C^\infty(P^n \mathbb{C}) \ni f \mapsto \int_{X^C} (\pi_C \circ \tau^{-1}_C)(f)(A) \cdot \psi(A) e^{-h\sqrt{\|A\|}} \|A\|^N \Omega_C(A)
\]
by

$$(\pi_C \circ \tau_C^{-1})_*(\psi(\bullet) \cdot e^{-\hbar \sqrt{\|\bullet\|}} \|\bullet\|^N \Omega_C(\bullet)).$$

i.e. a distribution defined by the fiber integration of a $4n$-degree form

$$\psi(A) \cdot e^{-\hbar \sqrt{\|A\|}} \|A\|^N \Omega_C(A)$$

along the fiber of the map $\pi_C \circ \tau_C^{-1} : X_C \to P^n_C$. The resulting form is a smooth $2n$-degree form on $P^n_C$. We denote this form by

$$T_C^C(h, N)(\psi)(P)d\text{vol}_C(P),$$

where $d\text{vol}_C(P)$ is the Riemann volume form on $P^n_C$. So we define an operator

$$T_C^C((h, N)) : \sum \oplus \mathcal{P}_k(X_C) \to C^\infty(P^n_C), \quad \psi \mapsto T_C^C((h, N))(\psi),$$

and consider its extension to $\mathcal{H}^2(X_C, dm(h, N)(A))$.\

**THEOREM 6.8.** Let $2h_0 = h$ and $2N_0 + n/2 = N > -n$, then

$$T_C^C((h_0, N_0)) : \mathcal{H}^2(X_C, dm(h, N)) \to L^2(P^n_C)$$

is an isomorphism (but not unitary).

**THEOREM 6.9.** Let $-n < \tilde{N} \leq N$ and $N_0 = (N - n/2)/2, \tilde{N}_0 = (\tilde{N} - n/2)/2$, then

$$T_C^C((h/2, \tilde{N}_0)) \circ (T_C^C((h/2, N_0)))^{-1} : L^2(P^n_C) \to L^2(P^n_C),$$

is a pseudo-differential operator in $L^{\tilde{N} - N}_{1,0}(P^n_C)$, i.e.

$$L^2(P^n_C) \xrightarrow{\left(T_C^C((h/2, N_0))\right)^{-1}} \mathcal{H}^2(X_C, dm(h, N)(A)) \to \mathcal{H}^2(X_C, dm(h, \tilde{N})(A)) \xrightarrow{T_C^C((h/2, \tilde{N}_0))} L^2(P^n_C)$$

is a pseudo-differential operator of order $\tilde{N} - N$ on the complex projective space.

**COROLLARY 6.10.** For $-n < \tilde{N} < N$ the inclusion map (6.10) is compact.

**Remark 6.11.** We have introduced a family of volume forms $dm(h, N)(A)$ on $X_C$ with parameter $(h, N)$ as we did for the sphere case. The form of the weight function is taken from [15] (see also [11]) where it was determined by means of the pairing of polarizations on $X_C$ (vertical polarization on $X_C$ and the Kähler polarization given by the realization of the punctured cotangent bundle $T^*_0(P^n_C)$ as the space $X_C$). Here we allow, as for the case of the sphere, all positive values of $h$ and we assume that the exponent $N$ fulfills $N > -n$. The proof of Theorem 6.8 is worked along the same lines as given in [23], [11] and [15].
7. Proofs of Theorems 6.8, 6.9 and reproducing kernel

We define operators $A_k^C : E_k^C \rightarrow \mathcal{P}_k$, $B_{(h,N;k)}^C : \mathcal{P}_k(\mathbb{X}_C) \rightarrow E_k^C$ and $C_{(h,N;k)}^C : \mathcal{P}_k(\mathbb{X}_C) \rightarrow \mathcal{P}_k(\mathbb{X}_C)$ as follows:

\[
A_k^C : E_k^C \rightarrow \mathcal{P}_k,
\]

\[
f : \mapsto A_k^C(f)(A) = \int_{P^n_C} f(P)(\operatorname{tr}(P \cdot A))^k \, d\operatorname{vol}_C(P),
\]

\[
B_{(h,N;k)}^C : \mathcal{P}_k(\mathbb{X}_C) \rightarrow E_k^C,
\]

\[
\psi \mapsto B_{(h,N;k)}^C(\psi)(P) = \int_{X_C} \psi(A)(\operatorname{tr}(P \cdot A^*))^k e^{-h\sqrt{|A|}} \|A\|^N \Omega_C(A),
\]

\[
C_{(h,N;k)}^C : \mathcal{P}_k(\mathbb{X}_C) \rightarrow \mathcal{P}_k(\mathbb{X}_C),
\]

\[
\psi \mapsto C_{(h,N;k)}^C(\psi)(A) = \int_{X_C} \psi(B)(\operatorname{tr}(A \cdot B^*))^k e^{-h\sqrt{|B|}} \|B\|^N \Omega_C(B).
\]

It can be easily seen that the function $A_k^C(f)$ is a homogeneous polynomial on the matrix space $M(n+1, \mathbb{C})$ and $B_{(h,N;k)}^C(\psi)(P)$ is a polynomial of variables $p_i, \overline{p}_j \in \mathbb{C}^{n+1}$ if we put $P = (p_i \overline{p}_j)$. Furthermore, $C_{(h,N;k)}^C(\psi)(A)$ is a polynomial of the variable $A \in M(n+1, \mathbb{C})$ and all of these operators commute with the induced action on the function spaces from the actions of the isometry group $U(n+1)$ on $P^n \mathbb{C}$ and the lifted action of $U(n+1)$ to $\mathbb{X}_C$. We note that $B_{(h,N;k)}^C(\psi) \in E_k^C$.

**Lemma 7.1.** Let $A = (a_{ij}) \in \mathbb{X}_C$ and let $\psi(A) \in \mathcal{P}_k$, then the function

\[
\int_{X_C} \psi(A)(\operatorname{tr}(p_i \overline{p}_j)A)^k e^{-h\sqrt{|A|}} \|A\|^N \Omega_C(A)
\]

of the variables $p_i$ and $\overline{p}_j$ is a $U(1)$-invariant harmonic polynomial on $\mathbb{R}^{2n+2}$.

**Proof.** The $U(1)$-invariance clearly holds and we note that

\[
\mathbb{X}_C^\times = \{A^* \mid A \in \mathbb{X}_C\} = \mathbb{X}_C.
\]

The Laplacian $\Delta$ on $\mathbb{C}^{n+1} \cong \mathbb{R}^{2n+2}$ is equal to $\frac{1}{4} \sum (\partial^2/\partial p_i \partial \overline{p}_i)$. For $P = (p_i \overline{p}_j)$ where $p \in \mathbb{C}^{n+1}$

\[
(\Delta B_{(h,N;k)}^C(\psi))(p_i \overline{p}_j) = \frac{1}{4} \int_{X_C} \psi(A) \cdot k \cdot (\operatorname{tr}(p_i \overline{p}_j)A)^k \cdot \operatorname{tr}(A) \cdot e^{-h\sqrt{|A|}} \|A\|^N \Omega_C(A)
\]

\[
+ \frac{1}{4} \int_{X_C} \psi(A) \cdot k(k-1) \cdot (\operatorname{tr}(p_i \overline{p}_j)A)^k - 1
\]

\[
\times \sum_i \sum_j p_i a_{ij} \cdot \sum_i \sum_j \overline{p}_j a_{ij} \cdot e^{-h\sqrt{|A|}} \|A\|^N \Omega_C(A).
\]

By $\operatorname{tr}(A) = 0$ and

\[
\sum_i \sum_j p_i a_{ij} \cdot \sum_i \sum_j \overline{p}_j a_{ij} = \sum_{ij} \sum_i p_i a_{ij} \overline{p}_j = 0,
\]

\[
\sum_i \sum_j p_i a_{ij} \cdot \sum_i \sum_j \overline{p}_j a_{ij} = 0.
\]

\[

\]
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we have

\[(\Delta B_{C(h,N;k)}(\psi))(p_i p_j) = 0.\]

Let \(T_{C(h,N;k)}\) denote the restriction of the operator \(T_{C(h,N)}\) to the space \(\mathcal{P}_k(X_C)\), then by Schur’s lemma we have the following.

**Proposition 7.2.** With the constants \(a_k^C(h, N) > 0\) and \(b_k^C(h, N) > 0\) we have

\[B_{C(h,N;k)} \circ A_k^C = a_k^C(h, N) \text{ Id},\]  
(7.1)

and

\[T_{C(h,N;k)} \circ A_k^C = b_k^C(h, N) \text{Id}.\]  
(7.2)

**Proof.** We only remark that the image \(T_{C(h,N;k)} \circ A_k^C(E_k^C)\) must be in \(E_k^C\), since \(P^{n \cdot C}\) is a compact symmetric space, so that an irreducible representation can occur only once in \(L_2(P^{n \cdot C})\).

By the proposition above, the space \(\mathcal{P}_k(X_C)\) is also an irreducible representation space of \(U(n + 1)\), so we have the following.

**Proposition 7.3.** The operator \(C_{(h,N;k)}^C\) is a constant multiple of the identity operator with a constant \(c_k^C(h, N)\).

Now, we determine the constants \(a_k^C(h, N), b_k^C(h, N)\) and \(c_k^C(h, N)\). Since the kernel of the operator \(B_{(h,N;k)}^C \circ A_k^C\) is

\[
\int_{X_C} (\text{tr}(P \cdot A))^k \cdot (\text{tr}(P' \cdot A^*))^k \cdot e^{-h\sqrt{\|A\| \Omega_1^C(A)}} \, d\text{vol}_C(P)
\]
we have

\[
a_k^C(h, N) \cdot \dim E_k^C
= \int_{P^{n \cdot C}} \int_{X_C} (\text{tr}(P \cdot A))^k \cdot (\text{tr}(P' \cdot A^*))^k \cdot e^{-h\sqrt{\|A\| \Omega_1^C(A)}} \, |A|^N \Omega_1^C(A) \, d\text{vol}_C(P)
= \int_{P^{n \cdot C}} \int_{X_C} |(\text{tr}(P \cdot A))|^{2k} e^{-h\sqrt{\|A\| \Omega_1^C(A)}} \, |A|^N \Omega_1^C(A) \, d\text{vol}_C(P).
\]
(7.3)

Here, by the two-point homogeneity of the action of the unitary group \(U(n + 1)\) on \(P^{n \cdot C}\), the first integral

\[
\int_{X_C} |(\text{tr}(P \cdot A))|^{2k} e^{-h\sqrt{\|A\| \Omega_1^C(A)}} \, |A|^N \Omega_1^C(A)
\]
in (7.3) does not depend on \(A/\|A\|\). So we can put

\[
A = \begin{pmatrix}
0 & 1 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix}
\]
(7.4)
and the integral (7.3) is equal to
\[ a_k^C(h, N) \cdot \dim E_k^C = \int_{\mathbb{R}^C} \int_{\mathbb{R}^C} (x_0^2 + x_{n+1}^2)^k (x_1^2 + x_{n+2}^2)^k \
\times \|A\|^{2k} e^{-h \sqrt{\|A\|}} \|A\|^N \Omega_C(A) \land d\text{vol}_C(P) = (\ast). \tag{7.5} \]

Now, by the relation
\[ d\text{vol}_C = \frac{1}{2\pi} (\pi_h)_x (d\text{vol}_S), \]
the last integral is given by
\[
(\ast) = \frac{1}{2\pi} \int_{S^{2n+1}} (x_0^2 + x_{n+1}^2)^k (x_1^2 + x_{n+2}^2)^k \text{dvol}_S(x) \cdot \int_{\mathbb{R}^C} e^{-h \sqrt{\|A\|}} \|A\|^{N+2k} \Omega_C(A) \\
= \frac{1}{2\pi} \int_{S^{2n+1}} (x_0^2 + x_{n+1}^2)^k (x_1^2 + x_{n+2}^2)^k \text{dvol}_S(x) \\
\times \int_0^\infty e^{-ht} t^{2N+4k+2n-1} \text{d}t \cdot \int_{\Sigma(C)} \text{d}v_{\Sigma(C)} \\
= \frac{\pi}{2} \frac{\Gamma(n-1) \Gamma(k+1)^2}{\Gamma(2k+n+1)} \text{Vol}(S^{2n-3}) \cdot \frac{\Gamma(2N+4k+2n)}{h^{2N+4k+2n}} \cdot \text{Vol}(\Sigma(C)).
\]
The integral
\[ I_k = \int_{S^{2n+1}} (x_0^2 + x_{n+1}^2)^k (x_1^2 + x_{n+2}^2)^k \text{dvol}_S(x) \]
is calculated as
\[ I_k = \frac{\pi^2}{2} \frac{\Gamma(n-1) \Gamma(k+1)^2}{\Gamma(2k+n+1)} \text{Vol}(S^{2n-3}) \quad (n > 1) \]
and we do not present the details here (see [23, Appendix]).

We determine the constant \( b_k^C(h, N) \). The kernel of \( A_k^C \circ \tau_{(h, N, k)}^C \) is given by
\[ (\text{tr}(\pi_C \circ \tau_{(h, N, k)}^{-1} (B) \cdot A))^k e^{-h \sqrt{\|A\|}} \|A\|^N \]
so
\[ b_k^C(h, N) \dim E_k^C = \int_{\mathbb{R}^C} (\text{tr}(\pi_C \circ \tau_{(h, N, k)}^{-1} (A) \cdot A))^k e^{-h \sqrt{\|A\|}} \|A\|^N \Omega_C(A) \\
= \int_{\mathbb{R}^C} \left( \frac{1}{2} \|A\|^k \right) e^{-h \sqrt{\|A\|}} \|A\|^N \Omega_C(A) \\
= \frac{\Gamma(2N+4k+2n)}{2^k h^{2N+4k+2n}} \cdot \text{Vol}(\Sigma(C)).
\]
The constant \( c_k^C(h, N) \) is calculated as
\[ c_k^C(h, N) \dim E_k^C = \int_{\mathbb{R}^C} (\text{tr}(A \cdot A^*))^k e^{-h \sqrt{\|A\|}} \|A\|^N \Omega_C(A) \\
= \text{Vol}(\Sigma(C)) \cdot \frac{\Gamma(2N+4k+2n)}{h^{2N+4k+2n}}. \]
Proof of Theorem 6.8. Since
\[ \int_{X_C} \left| A_C^C(f)(A) \right|^2 \, dm_{(\tilde{h}, \tilde{N})}(A) \]
\[ = \int_{p = C} B_C^{(\tilde{h}, \tilde{N}; k)}(A_C^C(f))(P) \cdot \tilde{f}(P) \, \text{dvol}_C(P) = a_C^C(\tilde{h}, \tilde{N}) \| f \|^2, \]
the norm of the operator \( T_{(\tilde{h}, \tilde{N}; k)}^C \) is given by
\[ \| T_{(\tilde{h}, \tilde{N}; k)}^C \|^2 = \frac{b_C^C(\tilde{h}, \tilde{N})^2}{a_C^C(\tilde{h}, \tilde{N})}. \]

Note that \( \text{tr}(PA) = \text{tr}(PA^*) \) in the above calculation. Then, by the explicit data of the constants \( b_C^C(\tilde{h}, \tilde{N}) \) and \( a_C^C(\tilde{h}, \tilde{N}) \) we have for \( k \in \mathbb{N} \)
\[ \frac{b_C^C(\tilde{h}, \tilde{N})^2}{a_C^C(\tilde{h}, \tilde{N})} = \frac{1}{\dim E_k^C} \cdot \left( \frac{\text{Vol}(\Sigma(C)) \cdot \Gamma(2k + 2\tilde{N} + 2n)}{\tilde{h}^{22N+2n}} \right)^2 \]
\[ \times \frac{2h^{2N+2n}}{\pi \cdot \text{Vol}(\Sigma(C)) \cdot \text{Vol}(S^{2n-3}) \Gamma(n-1) \Gamma(k+1)^2 \Gamma(4k + 2N + 2n)} \]
\[ = C(h, \tilde{h}, N, \tilde{N}, n) \cdot \frac{1}{\Gamma(n+k)^2} \cdot \frac{2^{4k} \cdot \Gamma(k + \tilde{N} + n)^2 \Gamma(k + \tilde{N} + n + 1/2)^2}{2^{2k} \tilde{h}^{4k}} \]
\[ \times \frac{h^{4k} \cdot 2^{2k} \cdot \Gamma(k + n/2) \Gamma(k + n/2 + 1/2)}{4^{4k} \Gamma(k + (N + n)/2) \Gamma(k + (N + n)/2 + 1/4)} \]
\[ \times \frac{1}{\Gamma(k + (N + n)/2 + 1/2) \Gamma(k + (N + n)/2 + 3/4)}, \]
where \( C(h, \tilde{h}, N, \tilde{N}; n) > 0 \) is a constant not depending on the parameter \( k \). If we put \( 2\tilde{h} = h \) and \( N = 2\tilde{N} + n/2 \), then
\[ \lim_{k \to \infty} \| T_{(\tilde{h}, \tilde{N}; k)}^C \| \quad \text{and} \quad \lim_{k \to \infty} \| T_{(\tilde{h}, \tilde{N}; k)}^C \|^{-1} \]
are both finite and non-zero. This proves the theorem since the norm of \( T_{(\tilde{h}, \tilde{N})}^C \) and its inverse are finite. \( \square \)

Proof of Theorem 6.9. Since the operator \( T_{(\tilde{h}/2, \tilde{N}_0)}^C \circ T_{(\tilde{h}/2, \tilde{N}_0)}^C \) restricted to each space \( E_k^C \) \((N = 2N_0 + n/2 \text{ and } \tilde{N} = 2\tilde{N}_0 + n/2)\) is
\[ T_{(\tilde{h}/2, \tilde{N}_0)}^C \circ T_{(\tilde{h}/2, \tilde{N}_0)}^C \equiv \frac{b_C^C(\tilde{h}/2, \tilde{N}_0)}{b_C^C(\tilde{h}/2, N_0)} \text{Id} \]
\[ = \frac{\Gamma(2\tilde{N}_0 + 2k + 2n)}{2^{k/2} \Gamma(2N_0 + 2k + 2n)} \cdot \frac{2^{4k} \Gamma(2\tilde{N}_0 + 2k + 2n)}{2^{2k} \Gamma(2N_0 + 2k + 2n)} \cdot \text{Id} \]
\[ = \frac{\Gamma(2\tilde{N}_0 + 2k + 2n)}{2^{k/2} \Gamma(2N_0 + 2k + 2n)} \cdot \frac{2^{4k} \Gamma(2\tilde{N}_0 + 2k + 2n)}{2^{2k} \Gamma(2N_0 + 2k + 2n)} \cdot \text{Id}, \]
we know by arguments similar to those in the proof of Theorem 3.5 that the composition \( T_{(\tilde{h}/2, \tilde{N}_0)}^C \circ T_{(\tilde{h}/2, \tilde{N}_0)}^C \) is a pseudo-differential operator of order \( \tilde{N} - N \). \( \square \)
Now, we represent the reproducing kernel $K_{(h, N)}^C(A, B)$ of $\mathcal{H}^2(X_C, dm_{(h, N)}(A))$ by an infinite sum and examine the asymptotic behavior of $A \mapsto K_{(h, N)}^C(A, A)$.

Since
\[
1/a_k^C(h, N) A_k^C \circ B_{(h, N; k)}^C \quad \text{and} \quad 1/c_k^C(h, N) C_{(h, N; k)}^C
\]
are the identity operators on the space $\mathcal{P}_k^C(X_C)$, their kernel functions coincide and we conclude that
\[
\frac{1}{a_k^C(h, N)} \int_{P^n C} (\text{tr}(P \cdot A) \cdot \text{tr}(P \cdot B^*))^k d\text{vol}_C(P) = \frac{1}{c_k^C(h, N)} (\text{tr}(A \cdot B^*))^k.
\]

Then the power series
\[
\sum_{k=0}^\infty \dim E_k^C \lambda^k = \frac{1}{\Gamma(2N + 2k + 2n)} + \sum_{k=1}^\infty n(n + 2k) \cdot \left( \frac{n(n + 1) \cdots (n + k - 1)}{k!} \right)^2 \frac{\lambda^k}{\Gamma(2N + 4k + 2n)}
\]
converges for any $\lambda \in \mathbb{C}$ and we can express the reproducing kernel $K_{(h, N)}^C(A, B)$ of the Hilbert space $\mathcal{H}^2(X_C, dm_{(h, N)}(A))$ in the form of an infinite series by using the explicit formulas of the constants $\dim E_k^C$, $a_k^C(h, N)$ and $c_k^C(h, N)$.

**PROPOSITION 7.4.** We have
\[
K_{(h, N)}^C(A, B) = \sum_{k=0}^\infty \frac{1}{c_k^C(h, N)} (\text{tr}(A \cdot B^*))^k
\]
\[
= \frac{\mu^{2N+2n}}{\text{Vol}(\Sigma(\mathbb{C}))} \cdot \sum_{k=0}^\infty \frac{\dim E_k^C \cdot \mu^{4k}}{\Gamma(2N + 4k + 2n)} (\text{tr}(A \cdot B^*))^k
\]
\[
= \sum_{k=0}^\infty \frac{1}{a_k^C(h, N)} \int_{P^n C} (\text{tr}(P \cdot A))^k (\text{tr}(P \cdot B^*))^k d\text{vol}_C(P).
\]

Note that $K_{(h, N)}^C(A, B)$ is defined for all matrices $A, B \in M(n+1, \mathbb{C})$, holomorphic with respect to the variable $A \in M(n+1, \mathbb{C})$ and anti-holomorphic with respect to the variable $B \in M(n+1, \mathbb{C})$. In particular,
\[
K_{(h, N)}^C(A, 0) = \frac{1}{c_k^C} = \frac{\mu^{2N+2n}}{\text{Vol}(\Sigma(\mathbb{C})) \Gamma(2N + 2n)} \equiv K_{(h, N)}^C(0, B).
\]

**THEOREM 7.5.** Let $N > -n$, then
\[
\lim_{\|A\| \to \infty} K_{(h, N)}^C(A, A) e^{-\sqrt{\|\cdot\|}} \|A\|^N = 2^{1-2n} \cdot \frac{\mu^{2n}}{\Gamma(n) \Gamma(n-1) \text{Vol}(\Sigma(\mathbb{C}))}.
\]  

**(7.6)**

**Remark 7.6.** By this property we know that a function on $X_C$ is $L^2$ with respect to the Liouville volume form if and only if it is $L^2$ with respect to the measure $K_{(h, N)}^C(A, A) dm_{(h, N)}(A)$ for any $N > -n$. Hence, we know that a Hankel operator on $X_C$ (and also $X_S$) defined by a $L^2$-function with respect to the Liouville volume form $\Omega_C$ is
a Hilbert–Schmidt class operator, following a theory in [3] and [4]. These aspects will be discussed more precisely in [5] together with a study of invariant functions under Berezin transformation.

**Proof.** Put

\[ D(h, n, N) = \frac{h^{2n+2N} \cdot n}{\text{Vol}(\Sigma(\mathbb{C})) \cdot \Gamma(n)^2}, \]

then

\[
\mathcal{K}_{(h, N)}^{C}(A, A) = D(h, n, N) \sum \frac{(n + 2k)\Gamma(n + k)^2}{\Gamma(4k + 2N + 2n)} \cdot \frac{(h^2\|A\|)^{2k}}{(k!)^2} = 2 \cdot D(h, n, N) \sum \frac{\Gamma(k + n)^2}{\Gamma(4k + 2n + 2N)\Gamma(k)\Gamma(k + 1)} \cdot x^{4k}, \tag{7.7}
\]

\[ + n \cdot D(h, n, N) \sum \frac{\Gamma(k + n)^2}{\Gamma(4k + 2n + 2N)\Gamma(k + 1)} \cdot x^{4k}. \tag{7.8}
\]

where \( h\sqrt{\|A\|} = x \). Consider (7.7) modulo the constant multiple \( 2 \cdot D(h, n, N) \):

\[ 2 \cdot D(h, n, N) \sum \frac{\Gamma(k + n)^2}{\Gamma(4k + 2n + 2N)\Gamma(k)\Gamma(k + 1)} \cdot x^{4k}. \]

Let \( k_0 \in \mathbb{N} \) such that \( 2N + 4k_0 > 0 \). Then we decompose the term (7.7) by splitting it into two infinite sums

\[
\sum \frac{\Gamma(k + n)^2}{\Gamma(4k + 2n + 2N)\Gamma(k)\Gamma(k + 1)} \cdot x^{4k} = \sum_{k < k_0} \frac{\Gamma(k + n)^2}{\Gamma(4k + 2n + 2N)\Gamma(k)\Gamma(k + 1)} \cdot x^{4k}, \tag{7.9}
\]

\[ + x^{4k_0} \cdot \sum_{\ell \geq 0} \frac{\Gamma(\ell + k_0 + n)^2}{\Gamma(4\ell + 4k_0 + 2n + 2N)\Gamma(\ell + k_0)\Gamma(\ell + k_0 + 1)} \cdot x^{4\ell}. \tag{7.10}
\]

Let \( A = 4k_0 + 2N \) and \( B = 4^{k_0+2n+2N-1} \), then

\[ \lim_{\ell \to \infty} \frac{\Gamma(\ell + k_0 + n)^2B}{\Gamma(4\ell + 4k_0 + 2n + 2N)\Gamma(\ell + k_0)\Gamma(\ell + k_0 + 1)\Gamma(\ell + 1)} = 1. \]

As in the proof of Theorem 4.2 we consider the asymptotic behavior of the following infinite series

\[
e^{-x} x^{2N+4k_0} \sum_{\ell \geq 0} \frac{1}{B \cdot \Gamma(A) \cdot \Gamma(\ell + A + 1) \cdot (4\ell)!} \Gamma(\ell + 1) \Gamma(A) x^{4\ell} \Gamma(\ell + A + 1) (4\ell)! = e^{-x} x^{2N+4k_0} \sum_{\ell \geq 0} \int_0^1 \frac{t^\ell (1 - t)^{A-1}}{(4\ell)!} \ dt \cdot x^{4\ell} \]

\[ = \frac{1}{B \cdot \Gamma(A)} e^{-x} x^{2N+4k_0} \int_0^1 (1 - t)^{A-1} \cdot \frac{\cosh \sqrt{t}x + \cos \sqrt{t}x}{2} dt. \]
Now, it can be easily seen that we only need to consider the term
\[ e^{-x}x^{2N+4k_0} \int_0^1 (1-t)^{(A-1)} \cdot e^{\frac{4\sqrt{tx}}{4}} \, dt. \]

It follows by a coordinate change similar to that in the proof of Theorem 4.2 that
\[ \lim_{x \to \infty} e^{-x}x^{2N+4k_0} \int_0^1 (1-t)^{(A-1)} \cdot e^{\frac{4\sqrt{tx}}{4}} \, dt = 2^{8k_0+4N} \Gamma(4k_0 + 2N). \]

As for the term (7.8) we have
\[ e^{-x}x^{2N} \sum \frac{\Gamma(k+n)^2}{\Gamma(4k+2n+2N)\Gamma(k+1)^2} \cdot x^{4k} = O\left(\frac{1}{x}\right). \]

Hence, (7.6) is proved. \( \square \)

Finally, in this section we state theorems corresponding to Theorems 5.1 and 5.2 on a quantization of the geodesic flow on the complex projective space.

Let \( \{g_t^C\}_{t \in \mathbb{R}} \) be the geodesic flow action (cf. [14]) on \( \mathcal{H}^2(X_C, dm_{(h,N)}(A)) \), i.e. for a function \( \varphi = \sum_{k=0}^{\infty} \varphi_k \in \mathcal{H}^2(X_C, dm_{(h,N)}(A)) \) with homogeneous \( \varphi_k \) of degree \( k \),
\[ g_t^C(\varphi)(A) = \varphi(e^{\sqrt{1-t} \cdot A}) = \sum e^{\sqrt{1-ik}\varphi_k}(A). \]

Let \( \Delta_{p=C} \) be the Laplace operator on the complex projective space \( P^n \mathbb{C} \). As a result corresponding to Theorem 5.1 we make the following remark.

**THEOREM 7.7.** We remark that
\[ T_{(h_0,N_0)}^C \circ g_t^C = e^{-\left(\frac{\sqrt{-1}n}{2}\right)\sqrt{\Delta_{p=C}+n^2}} \circ T_{(h_0,N_0)}, \]
(7.11)

where
\[ T_{(h_0,N_0)}^C : \mathcal{H}^2(X_C, dm_{(h,N)}(A)) \to L_2(P^n \mathbb{C}) \]
and \( h_0 = h/2 \) and \( N_0 = 1/2[N-n/2] \) are given in Theorem 6.8.

For each point \( A \in X_C \), let \( q_A^C(P) \in L_2(P^n \mathbb{C}) \) be the function given by the Riesz' representation theorem:
\[ T_{(h_0,N_0)}^C \left( f \right)(A) = \int_{X_C} T_{(h_0,N_0)}^C \left( f \right)(B) \cdot \frac{\mathcal{K}_{(h,N)}^C(B,A)}{\mathcal{K}_{(h,N)}^C(B,B)} \cdot dm_{(h,N)}(B) = \int_{P^n \mathbb{C}} f(P) \cdot q_A^C(P) \, d\text{vol}_C(P), \]
then
\[ q_A^C(P) = \sum_{k=0}^{\infty} \frac{1}{b_k^C(h_0,N_0)} \text{tr}(A^* \cdot P)^k, \]

where \( P = (p_i \overline{p}_j), p \in \mathbb{C}^{n+1} \) and \( \|p\| = 1 \). Now, we have the following.

**THEOREM 7.8.** We have
\[ q_{e^{\sqrt{-1}t} \cdot A}^C = e^{(\sqrt{-1}n)/2}e^{-\sqrt{-1}t/2\sqrt{\Delta_{p=C}+n^2}}(q_A^C). \]
8. Complexified Hopf fibration and quantization operators

Recall the $\mathbb{C}^*$-principal bundle (we call it the complexified Hopf bundle):

$$\alpha : X^0_S \to X_C.$$ 

Consider the $(4n + 2)$-form on $X^0_S$ given by $e^{-h\sqrt{\parallel u \parallel^2 + \parallel v \parallel^2}} \cdot (\parallel u \parallel^2 + \parallel v \parallel^2)^{N/2}\Omega_S$. In this section first we determine the fiber integral

$$\alpha^*(e^{-h\sqrt{\parallel u \parallel^2 + \parallel v \parallel^2}} \cdot (\parallel u \parallel^2 + \parallel v \parallel^2)^{N/2}\Omega_S),$$

and then we discuss the closeness of the image of the operator

$$\alpha^* : \mathcal{H}^2(X_C, dm(h_S, N_C)(A)) \to \mathcal{H}^2(X_S, dm(h_S, N_S)(u, v)).$$

We work on

$$\beta : \gamma(X^0_S) = \left\{ (z, w) \in \mathbb{C}^{n+1} \times \mathbb{C}^{n+1} \mid z \neq 0, \, w \neq 0, \, \sum z_iw_i = 0 \right\} \to X_C,$$

$$\beta : (z, w) \mapsto (z_iw_i).$$

**Proposition 8.1.** We have

$$\beta^*(e^{-h\sqrt{\parallel z \parallel^2 + \parallel w \parallel^2}} \cdot (\parallel z \parallel^2 + \parallel w \parallel^2)^{N/2}\Omega_S)(A) = \pi \cdot 2^{n+1} / 2^{N/2} / \Omega_C(A),$$

where

$$I(\parallel A \parallel) = \int_0^\infty e^{-(h/\sqrt{2}) \sqrt{r^2 + (\parallel A \parallel/r)^2}} (r^2 + (\parallel A \parallel/r)^2)^{(N+1)/2-n} dr / r.$$ 

The formula (8.1) above was proved in [15]. For the sake of the completeness, we give a simple proof here. We use the same notation for the Liouville volume form $\Omega_S$ (respectively $\Omega_C$) and its pull-back through the map $(\tau_S \circ \gamma)^{-1}$ (respectively $(\tau_C)^{-1}$). Also note that $2(\parallel u \parallel^2 + \parallel v \parallel^2) = \parallel z \parallel^2 + \parallel w \parallel^2$ for $\gamma(u, v) = (z, w)$.

**Proof.** Since the unitary group $U(n + 1)$ acts on

$$X_C \cap \{ A \in M(n + 1, \mathbb{C}) \mid \text{tr}(A \cdot A^*) = 1 \}$$

transitively (adjoint action : $A \mapsto UAU^*$, $U \in U(n + 1)$) and the Liouville volume form $\Omega_C$ is invariant under this action together with the equivariance between the Liouville volume form on $X_S$ under the action of the unitary group $U(n + 1)$ on $\mathbb{C}^{n+1} \times \mathbb{C}^{n+1}$ by $(z, w) \mapsto (U(z), U(w))$, it is enough to determine the fiber integration on the points

$$A_t = \begin{pmatrix} 0 & t & 0 & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & 0 \end{pmatrix} \in X_C, \quad t > 0.$$
Note that $X^0_S$ is invariant under the action $(z, w) \mapsto (U(z), U(w))$ ($U$ is the unitary matrix whose entries are the complex conjugates of those of $U$).

Then we take a local coordinate system on an open subset of $X_C$ on which, incidentally, we have a local trivialization of the map $\beta$:

\[ \mathbb{C}^* \times \mathbb{C}^n \times \mathbb{C}^* \times \mathbb{C}^{n-1} \rightarrow X^0_S \]
\[ \mathbb{C}^n \times \mathbb{C}^* \times \mathbb{C}^{n-1} \rightarrow X_C \]

such that

\[ (\lambda, z_1, \ldots, z_n, w_1, w_2, \ldots, w_n) \rightarrow \left( \lambda, \lambda z_1, \ldots, \lambda z_n, -\frac{\langle z, w \rangle}{\lambda} \right) \]
\[ (z_1, \ldots, z_n, w_1, w_2, \ldots, w_n) \rightarrow \lambda \in X_C \]

where $w_1 \neq 0$, $\langle z, w \rangle = \sum_{i=1}^n z_i w_i$ and

\[ A = \begin{pmatrix} -\langle z, w \rangle & w_1 & w_2 & \cdots & w_n \\ -z_1 \langle z, w \rangle & z_1 w_1 & z_1 w_2 & \cdots & z_1 w_n \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -z_n \langle z, w \rangle & z_n w_1 & z_n w_2 & \cdots & z_n w_n \end{pmatrix} \]

In terms of these coordinates $\omega_S$ can be written as

\[ \omega_S = \sqrt{-1} \bar{\partial} \partial \left( \sqrt{|\lambda|^2 (1 + \|z\|^2) + \frac{|\langle z, w \rangle|^2 + \|w\|^2}{|\lambda|^2}} \right) \quad (8.2) \]

When we expand

\[ 4 \cdot \left( \frac{|\lambda|^2}{|\lambda|^2} + \frac{t^2}{|\lambda|^2} \right)^{3/2} \cdot \omega_S = a_{0,0} d\bar{\lambda} \wedge d\lambda + \sum a_{0,k} d\bar{z}_k \wedge d\lambda + \sum b_{0,k} d\bar{w}_k \wedge d\lambda 
+ \sum \bar{a}_{0,j} d\bar{\lambda} \wedge dz_j + \sum \bar{a}_{j,k} d\bar{z}_k \wedge dz_j 
+ \sum \bar{b}_{j,k} d\bar{w}_k \wedge dz_j + \sum \bar{b}_{0,j} d\bar{\lambda} \wedge dw_j 
+ \sum \bar{c}_{j,k} d\bar{w}_k \wedge dw_j, \]
then by making use of the expression (8.2) we can calculate the values $a_{k,j}$, $b_{k,j}$ and $c_{k,j}$ at the point $(\lambda, z, w_1, w_2, \ldots, w_n) = (\lambda, 0, t, 0, \ldots, 0)$ explicitly as follows:

$$a_{00} = |\lambda|^2 + \frac{6t^2}{|\lambda|^2} + \frac{t^4}{|\lambda|^6}, \quad a_{0k} = 0 \quad (k \geq 1),$$

$$b_{01} = -\frac{t}{\lambda |\lambda|^2} \left( 3|\lambda|^2 + \frac{t^2}{|\lambda|^2} \right), \quad b_{0k} = 0 \quad (k \geq 2),$$

$$b_{kj} = 0 \quad (\text{for all } k \geq 1 \text{ and all } j \geq 1),$$

$$a_{11} = 2 \left( |\lambda|^2 + \frac{t^2}{|\lambda|^2} \right)^2, \quad a_{kk} = 2 \left( |\lambda|^2 + \frac{t^2}{|\lambda|^2} \right) |\lambda|^2 \quad (k \geq 2), \quad a_{jk} = 0 \quad (k \neq j),$$

$$c_{11} = 2 + \frac{t^2}{|\lambda|^4}, \quad c_{kk} = 2 \left( |\lambda|^2 + \frac{t^2}{|\lambda|^2} \right) \frac{1}{|\lambda|^2} \quad (k \geq 2), \quad c_{jk} = 0 \quad (k \neq j).$$

Put

$$D(\lambda, t) = \begin{pmatrix}
ad_{00} & a_{01} & \cdots & a_{0n} & b_{01} & \cdots & b_{0n} \\
da_{11} & a_{11} & \cdots & a_{1n} & b_{11} & \cdots & b_{1n} \\
& \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
da_{nn} & a_{nn} & \cdots & a_{nn} & b_{nn} & \cdots & b_{nn} \\
b_{01} & b_{11} & \cdots & b_{nn} & c_{11} & \cdots & c_{nn} \\
& \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
b_{0n} & b_{1n} & \cdots & b_{nn} & c_{1n} & \cdots & c_{nn}
\end{pmatrix}.$$ 

then we can express the Liouville volume form $\Omega_S$ by the coordinates $(\lambda, z, w)$:

$$\Omega_S = \frac{(-1)^n(2n+1)}{(2n+1)!} \omega_S^{2n+1}$$

$$= \frac{(-1)^n(2n+1)}{(2n+1)!} \cdot (\sqrt{-1})^n \cdot \frac{1}{4(|\lambda|^2 + t^2/|\lambda|^2)^{3/2}} \cdot (2n+1)! \cdot \det D(\lambda, t)$$

$$d\lambda \wedge d\lambda \wedge d\overline{z}_1 \wedge dz_1 \wedge \cdots \wedge d\overline{z}_n \wedge dz_n \wedge d\overline{w}_1 \wedge dw_1 \wedge \cdots \wedge d\overline{w}_n \wedge dw_n$$

$$= \sqrt{-1} \cdot \left( \frac{1}{4(|\lambda|^2 + t^2/|\lambda|^2)^{3/2}} \right)^{2n+1}$$

$$\times \left( \left( |\lambda|^2 + \frac{6t^2}{|\lambda|^2} + \frac{t^4}{|\lambda|^6} \right) \left( 2 + \frac{t^2}{|\lambda|^4} \right) - \frac{t^2}{|\lambda|^6} \left( 3|\lambda|^2 + \frac{t^2}{|\lambda|^2} \right)^2 \right)$$

$$\times 2 \left( |\lambda|^2 + \frac{t^2}{|\lambda|^2} \right)^2 \cdot \left( 2 \left( |\lambda|^2 + \frac{t^2}{|\lambda|^2} \right) |\lambda|^2 \right)^{-n-1} \cdot \left( 2 \left( |\lambda|^2 + \frac{t^2}{|\lambda|^2} \right) \frac{1}{|\lambda|^2} \right)^{-n-1}$$

$$d\lambda \wedge d\lambda \wedge d\overline{z}_1 \wedge dz_1 \wedge \cdots \wedge d\overline{z}_n \wedge dz_n \wedge d\overline{w}_1 \wedge dw_1 \wedge \cdots \wedge d\overline{w}_n \wedge dw_n$$

$$= \frac{\sqrt{-1}}{2^{2n+1}|\lambda|^2} \cdot \left( \frac{1}{|\lambda|^2 + t^2/|\lambda|^2} \right)^{n-1/2}$$

$$\wedge d\lambda \wedge d\lambda \wedge d\overline{z}_1 \wedge dz_1 \wedge \cdots \wedge d\overline{z}_n \wedge dz_n$$

$$\wedge d\overline{w}_1 \wedge dw_1 \wedge \cdots \wedge d\overline{w}_n \wedge dw_n.$$
Hence, at the point

$$A_t = \begin{pmatrix} 0 & t & 0 & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix} \in X_\mathbb{C}, \quad t > 0$$

the push-forward of the \((4n + 2)\)-form \(e^{-h/\sqrt{\|u\|^2 + \|v\|^2}}(\|u\|^2 + \|v\|^2)^{N/2}\Omega_S\) by the map \(\beta^*\) is

$$\beta^*(e^{-h/\sqrt{\|u\|^2 + \|v\|^2}}(\|u\|^2 + \|v\|^2)^{N/2}\Omega_S)(A_t)$$

$$= \frac{\pi}{2^{2n}} \cdot \int_0^\infty \frac{1}{r} \left( \frac{1}{r^2 + (t/r)^2} \right)^{n-1/2} e^{-h/\sqrt{r^2 + (t/r)^2}} \left( \frac{r^2 + (t/r)^2}{2} \right)^{N/2}$$

$$dr \, d\bar{z}_1 \wedge dz_1 \wedge \cdots \wedge d\bar{z}_n \wedge dz_n \wedge d\bar{w}_1 \wedge dw_1 \wedge \cdots \wedge d\bar{w}_n \wedge dw_n. \quad (8.3)$$

Next, the Liouville volume form

$$\Omega_\mathbb{C} = \frac{(-1)^n(2n-1)}{(2n)!} (\sqrt{-2} \partial \bar{\partial} \|A\|)^{2n}$$

is expressed around the point \((0, \ldots, 0, w_1, 0, \ldots, 0)\) (we put \(w_1 = t > 0\)) in the local coordinates \((z, w)\) as

$$\Omega_\mathbb{C}(A_t) = \frac{1}{2^{2n+1} \cdot t^n} d\bar{z}_1 \wedge dz_1 \wedge \cdots \wedge d\bar{z}_n \wedge dz_n \wedge d\bar{w}_1 \wedge dw_1 \wedge \cdots \wedge d\bar{w}_n \wedge dw_n. \quad (8.4)$$

By comparing (8.3) and (8.4) we have (8.1). \(\square\)

Let \(f \in \mathcal{P}_k(X_\mathbb{C})\) be a polynomial of degree \(k\) in the variable \(A \in M(n + 1, \mathbb{C})\), then \(\alpha^*(f)(u, v)\) is a \(2k\)-degree polynomial on \(\mathbb{C}^{n+1} \times \mathbb{C}^{n+1}\). Since \(\alpha^*(f)(u, v)\) vanishes on \(X_S \setminus X_\mathbb{C}^{0}\), the \(L_2\)-norm of

$$\alpha^*(f)(u, v) = \gamma^*(\beta^*(f))(u, v)$$

with respect to the measure \(e^{-h/\sqrt{\|u\|^2 + \|v\|^2}}(\|u\|^2 + \|v\|^2)^{N/2}\Omega_S\) is

$$\int_{X_\mathbb{C}} |\alpha^*(f)|^2 e^{-h/\sqrt{\|u\|^2 + \|v\|^2}}(\|u\|^2 + \|v\|^2)^{N/2}\Omega_S$$

$$= \int_{X_\mathbb{C}} |\alpha^*(f)|^2 e^{-h/\sqrt{\|u\|^2 + \|v\|^2}}(\|u\|^2 + \|v\|^2)^{N/2}\Omega_S$$

$$= F(n, N) \int_{X_\mathbb{C}} \int_0^\infty \|f(A)\|^n \cdot e^{-(hS/\sqrt{2}) \sqrt{r^2 + (\|A\|/r)^2}}$$

$$\times (r^2 + (\|A\|/r)^2)^{(N+1)/2-n} \frac{dr}{r} \wedge \Omega_\mathbb{C}(A)$$

$$= F(n, N) \int_{\Sigma(C)} \|f(A/\|A\|)\|^2 \, d\nu_{\Sigma(C)}(\sigma)$$

$$\times \int_0^\infty \int_0^\infty t^n \cdot e^{-(h/\sqrt{2}) \sqrt{r^2 + (t/r)^2}} \cdot (r^2 + (t/r)^2)^{(N+1)/2-n} \cdot t^{n-1} \frac{dr \wedge dt}{r}$$

$$\times \int_{\Sigma(C)} \|f(A/\|A\|)\|^2 \, d\nu_{\Sigma(C)}(\sigma)$$

$$\times \int_0^\infty \int_0^\infty t^n \cdot e^{-(h/\sqrt{2}) \sqrt{r^2 + (t/r)^2}} \cdot (r^2 + (t/r)^2)^{(N+1)/2-n} \cdot t^{n-1} \frac{dr \wedge dt}{r}$$
where we put
\[ F(n, N) = \frac{\pi \cdot 2^n}{2^{N/2}} \quad \text{and} \quad G(n, N) = F(n, N) \cdot \frac{2^{n+(N-1)/2}}{h^{2n+N+1}}. \]

Next, we express the \( L_2 \)-norm of a degree \( k \) polynomial \( f \in P_k(M(n+1, \mathbb{C})) \) with respect to the measure \( e^{-h\sqrt{\|A\|}} \|A\|^N \Omega_\mathbb{C} \):
\[
\int_{\mathbb{C}} |f(A)|^2 e^{-h\sqrt{\|A\|}} \|A\|^N \Omega_\mathbb{C} = 2 \frac{\Gamma(4k + 2n + N + 1) \cdot \Gamma(k + n)^2}{h^{4k} \cdot \sqrt{\|A\|}} \frac{\Gamma(2k + 2n) \cdot \Gamma(k + n)^2}{h^{4k} \cdot \sqrt{\|A\|}}. 
\]

We have the following.

**THEOREM 8.2.** Let \( h_S = h_\mathbb{C} > 0 \) and \( N_S = 2N_\mathbb{C} - \frac{1}{2} \) with \( N_\mathbb{C} > -n, N_\mathbb{S} > -n - 1 \), then the map
\[ \alpha^* : \mathcal{H}^2(X_\mathbb{C}, dm_{(h_\mathbb{C},N_\mathbb{C})}(A)) \to \mathcal{H}^2(X_\mathbb{S}, dm_{(h_\mathbb{S},N_\mathbb{S})}(u, v)) \]
is continuous, and the image \( \alpha^*(\mathcal{H}^2(X_\mathbb{C}, dm_{(h_\mathbb{C},N_\mathbb{C})})) \) is a closed subspace of the Hilbert space \( \mathcal{H}^2(X_\mathbb{S}, dm_{(h_\mathbb{S},N_\mathbb{S})}(u, v)) \).

**Proof.** The square root of the ratio of (8.5) divided by (8.6) does not depend on the polynomials \( f \in P_k(X_\mathbb{C}) \). It is the norm \( \|\alpha|_{P_k(X_\mathbb{C})}^*\| \) of the operator \( \alpha^* \) restricted to each subspace \( P_k(X_\mathbb{C}) \) and mapping to the subspace
\[ P_{2k}(X_\mathbb{S}) \subset \mathcal{H}^2(X_\mathbb{S}, dm_{(h_\mathbb{S},N_\mathbb{S})}(u, v)). \]

Moreover, we know that \( \lim_{k \to \infty} \|\alpha|_{P_k(X_\mathbb{C})}^*\| \) is finite and non-zero by the same reason as in the proof of (3.1) and (3.2) and for \( h_S = h_\mathbb{C} \) and \( N_S = 2N_\mathbb{C} - 2^{-1} \).

Again let \( f \in P_k(M(n+1, \mathbb{C})) \), then we have the following.

**PROPOSITION 8.3.** The pull-back of the function \( f \) by the map \( \alpha, \alpha^*(f)(u, v) \), is a \( 2k \)-degree polynomial on \( \mathbb{C}^{n+1} \times \mathbb{C}^{n+1} \), and the function
\[
B^S_{(h,N;2k)}(\alpha^*(f))(x', x'') = \int_{X_\mathbb{S}^N} \alpha^*(f)(u, v) (\langle x', \overline{u} \rangle + \langle x'', \overline{v} \rangle)^{2k} \times e^{-h\sqrt{\|u\|^2+\|v\|^2}} \left(\|u\|^2 + \|v\|^2\right)^{N/2} \Omega_S(u, v)
\]
is a \( U(1) \)-invariant harmonic function. Its descent to \( P^n \mathbb{C} \) (we write \( B^S_{(h,N;2k)}(f) \)) is an eigenfunction in \( E_k^\mathbb{C} \) of the Laplacian on \( P^n \mathbb{C} \). (It does not coincide with \( B^C_{(h',N';k)}(f) \).)
Conversely, let \( g(x) \in S_{2k}(\mathbb{C}^{n+1}) \) be a harmonic polynomial of the variables \( p_j \bar{p}_j \), i.e. it can be descended to the complex projective space, then we have the following.

**Proposition 8.4.** We have
\[
A^S_{2k}(g)(u, v) = \int_{S^{2n+1}} g(x)((x', u) + (x'', v))^{2k} \, dvol_S
\]
can be descended to \( X_C \), that is, \( A^S_{2k}(g) \) is invariant under the action (6.2).

**Theorem 8.5.** Let \( N_S = 2N_C - 1/2, N_C > -n \), then the operator
\[
T^S(h/2, N_C - (n+1)/4) \circ \alpha^* : \mathcal{H}^2(X_C, dm(h, N_C)(A)) \longrightarrow L_2(P^n)\]
is an isomorphism and the operator
\[
T^S(h/2, N_C - (n+1)/4) \circ \alpha^* \circ T^C(h/2, N_C/2 - n/4)
\]
is a zeroth-order elliptic pseudo-differential operator in \( L^1_{0,0}(P^n) \).

Here \( T^S(h/2, N_C - (n+1)/4) \circ \alpha^* (f) \) should be understood as a function descended to the complex projective space according to Proposition 8.3.

**Remark 8.6.** Although the determination of the values \( N_S \) and \( N_C \) (also \( h_S \) and \( h_C \)) by the pairing of polarizations (cf. [23] and [15]) is preformed independently in each case, they satisfy the relation above.

**Remark 8.7.** In [13] we proved a similar property in the particular case of the parameter \((h_S, N_S)\) for the quaternion projective space.

Finally, we provide a relation between the reproducing kernels \( K^S_{(h, N_S)}(a, b; u, v) \) and \( K^C_{(h, N_C)}(B, A) \), where \( N_S = 2N_C - 1/2 \). Let \( f \in \mathcal{H}^2(X_C, dm(h, N_C)(A)) \), then
\[
\alpha^*(f)(a, b) = \int_{X_S} \alpha^*(f)(u, v) K^S_{(h, N_S)}(a, b; u, v) e^{-\frac{h}{\sqrt{2}} \sqrt{2||u||^2 + 2||v||^2}} (||u||^2 + 2||v||^2)^{N_S/2} \Omega_S
\]
\[
= \int_{X_C} f(A) K^C_{(h, N_C)}(\alpha(a, b), A) e^{-\frac{h}{\sqrt{2}} \sqrt{2||A||^2 ||A||^2}} A^{N_C/2} \Omega_C = f(\alpha(a, b)).
\]
Put
\[
\alpha_* K^S_{(h, N_S)}(a, b; \bullet, \bullet) \cdot e^{-\frac{h}{\sqrt{2}} \sqrt{2||\bullet||^2 + 2||\bullet||^2}} (||\bullet||^2 + 2||\bullet||^2)^{N_S/2} \Omega_S(A)
\]
\[
= L(a, b; A) \cdot e^{\frac{h}{\sqrt{2}} \sqrt{2||A||^2 ||A||^2}} A^{N_C/2} \Omega_C,
\]
then \( L(a, b; A) - K^C_{(h, N_C)}(\alpha(a, b), A) \) is orthogonal to \( \mathcal{H}^2(X_C, dm(h, N_C)(A)) \), and not zero. We have
\[
\int_{X_C} L(a, b; A) \cdot K^C_{(h, N_C)}(B, A) \cdot e^{-\frac{h}{\sqrt{2}} \sqrt{2||A||^2 ||A||^2}} A^{N_C/2} \Omega_C = K^C_{(h, N_C)}(\alpha(a, b), B).
\]
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