Determination of Detection Limits and Quantitation Limits for Compounds in a Database of GC/MS by FUMI Theory
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The aim of this paper is to propose a stochastic method for estimating the detection limits (DLs) and quantitation limits (QLs) of compounds registered in a database of a GC/MS system and prove its validity with experiments. The approach described in ISO 11843 Part 7 is adopted here as an estimation means of DL and QL, and the decafluorotriphenylphosphine (DFTPP) tuning and retention time locking are carried out for adjusting the system. Coupled with the data obtained from the system adjustment experiments, the information (noise and signal of chromatograms and calibration curves) stored in the database is used for the stochastic estimation, dispensing with the repetition measurements. Of sixty-six pesticides, the DL values obtained by the ISO method were compared with those from the statistical approach and the correlation between them was observed to be excellent with the correlation coefficient of 0.865. The accuracy of the method proposed was also examined and concluded to be satisfactory as well. The samples used are commercial products of pesticides mixtures and the uncertainty from sample preparation processes is not taken into account.
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INTRODUCTION

Gas chromatography/mass spectrometry (GC/MS) has long been the method of choice for identifying and quantifying volatile compounds in complex mixtures and recently, automated and integrated systems have been developed.1–5) The goal of the recent systems is to reduce the human effort made to analyze compounds while maintaining the high level of reliability associated with traditional GC/MS analyses. A sophisticated system, e.g., AMDIS (Automated Mass Spectral Deconvolution & Identification System),6) succeeded in integrating all the necessary procedures for first extracting mass spectra from GC/MS and then comparing each of these spectra with those of target compounds represented in a reference library to identify individual compounds.

The mass spectra contained in a database, if obtained through electron ionization, are highly characteristic and, to a large extent, are instrument-independent. Consequently, the spectra observed in one location can be used elsewhere. On the other hand, the chromatographic characteristics are affected by operating conditions such as the carrier gas flow rate and thus, the retention times and peak areas are instrument-inherent. For analytical purposes, a straightforward approach would have demanded that these precarious quantities be confirmed through experiments with standard samples.

However, Kadokami et al. developed a technique for making the performance of a GC/MS system used as close as possible to that used to construct the database by adjusting the operating conditions with the aid of system check standards (SCSs).1–3) Now, the analysis for identification and quantitation is feasible without standard substances, and yet with a nearly identical accuracy to that with the standards. Its application covers micropollutants, illicit drugs, etc.1–3,7,8)

The precision, or rather the uncertainty of measurements, is the major unifying principle of the quality of data.9–11) The procedure to judge the quality such as suitability and capability of analysis is known as validation. Among validation characteristics are the detection limit (DL) and quantitation limit (QL), which show the broad aspect of importance in a variety of fields of analytical chemistry. The DL is usually expressed in terms of standard deviation (SD) or relative standard deviation (RSD) of measurements. However, as is well-known in statistics, the chi-square distribution speci-
fies the difficulty in obtaining an exact SD estimate from a small number of repeated measurements. For example, the 95% confidence intervals of an estimated SD are ca. ±20% of the true value for \( n = 40 \), but ca. ±60% for \( n = 6 \).

The reliability of the former (±20%) will be acceptable, but not the number of repetition even in a fast analytical method from the viewpoints of economy and environment, if real samples are consumed. Otherwise, a small number of repetition will be helpful to save time, energy and material at the sacrifice of estimation reliability. However, this would transgress the social purpose of validation, that is, the universal consistency of data.

Of course, the statistical methods are not the only alternatives. This paper proposes a stochastic method for the uncertainty estimation in GC/MS systems. The method, called FUMI theory (FUnction of Mutual Information),12) adopted in ISO 11843 Part 713) enables us to obviate the need for the repetition of measurement while keeping the reliability of the estimation as high. Therefore, it is suitable for handling a large number of analyte data in a database of a GC/MS system. The statistical confidence level of analytical results should not be compromised by the loosened strictness of validation. The GC/MS system here is constructed according to the technique established by Kadokami et al.1) and its validity is proved experimentally with sixty-six pesticide samples.

EXPERIMENTAL

Reagents

Acetone was of pesticide residue/polychlorinated biphenyl analysis grade (Wako Pure Chemical Industries, Ltd., Osaka, Japan). Test samples for DL and QL were 69 Pesticides Mix (Part No. 99056008, Hayashi Pure Chemical; substance names are listed in the legend of Fig. 5). Internal standard solutions (500 mg/L of 1,4-dichloroaniline, 2,4-dinitroaniline, pentachlorophenol, simazine, fenitrothion, and decalfluorotriphenylphosphine (DFTPP) at 1 mg/L each. The DFTPP tuning and retention time locking were carried out as described elsewhere.2,14)

Instruments and software

An Agilent 7890B/5975C GC/MS system with an HP-5ms capillary column (30 m length, 0.25 mm i.d., 0.25 µm Film Thickness. Agilent Technologies, CA, USA) was used under the conditions that have already been reported.2) The software used for identification and quantification was NAGINATA™ version 1.00.03 (Nishikawa Keisoku Co., Ltd., Tokyo, Japan). The ISO 11843-713) method for DL and QL was conducted with a software called TOCO version 2.0 (Institute of FUMI Theory, Chiba, Japan); 512 data points of observed baselines were handled for this purpose.

Theoretical features of the integrated system proposed

Figure 1 illustrates the overview of the integrated system proposed here for identification, quantitation and validation. Like ordinary GC/MS systems, the database stores spectra, chromatograms and calibration curves of registered compounds. The GC inlet, column and tuning conditions of user’s GC/MS system need be adjusted with SCSs to make the ready-made database applicable to user’s system.1–3) The criterion for the adjustments carried out here has been validated so far.1) After these steps, the newly constructed GC/MS system is ready for identification and quantitation of real samples (see the left side of Fig. 1).

In usual GC/MS analyses, the SCSs are not used for any other purposes than the above system adjustments. However, the validation proposed here demands further utilization of the SCSs. The analytical information (see below) to be elicited from them, with the aid to the elements of the database, leads to the DL and QL estimates for the chemical substance registered there. It should be noted that this uncertainty estimation for validation (the right side of Fig. 1) can be conducted separately from measuring target samples (the left side).
According to ISO 11843 Part 7, the DL and QL estimates can directly be obtained through a precision profile which is defined to be the RSD of measurements as a function of sample concentration.\(^{11,13}\) For the internal standard (IS) method, the Y-axis of the precision profile is the RSD of the ratio, \(R\), of target area measurement, \(A_t\), to IS area measurement, \(A_i\) (\(R = A_t / A_i\)). The theory of the propagation of indeterminate errors\(^{16}\) tells that the relative variance squared of the above ratio takes the form\(^{17}\):

\[
\left( \frac{s_R}{R} \right)^2 = \left( \frac{s_t}{A_t} \right)^2 + \left( \frac{s_i}{A_i} \right)^2
\]

(1)

where \(s_R\) denotes the SD of measured ratios, \(R (= A_t / A_i)\); \(s_t\) the SD of IS measurements, \(A_i\); \(s_t\) the SD of target measurements, \(A_t\); \(Z\) the mean of random variable \(Z\). Hereafter, Eq. (1) is referred to as precision profile.

First, we estimate the term of the right side of Eq. (1) from experimental data of SCSs. The following factors are inevitable for creating the precision profile (Eq. (1)):

A: time variation in background noise for \(s_t\) and \(s_r\); B: signal areas, \(A_t\) and \(A_i\); C: signal widths for \(s_t\) and \(s_r\); (for details, see the following section). All these factors need to be determined for each of user’s systems, mainly because mathematical properties of noise and signal are different from system to system.

The upper half of Fig. 2 shows the procedures to calculate the RSD \((=s_t/A_t)\) for an IS (here, phenanthrene-\(^{13}D\)) from the data of the SCSs. Similarly as for a target compound (here, alachlor; see the lower part of the figure), a part of the baseline of an ion chromatogram at the same \(m/z\) as that of the target can be the desired time variation (factor A). However, factors B and C for the target are problematic, because neither of them can be found in the SCSs data.

We can calculate factor B through the linear calibration curve of the target compound which is stored in the database:

\[
Y = aX
\]

(2)

where \(Y\), \(a\), and \(X\) denote, respectively, the area measurement ratio of target to IS, the slope and the concentration of the target. Let \(A_i^*\) be the area of the IS peak provided by the SCSs (actually \(A_i^* = A_i\)). Noticing that \(Y\) is the ratio \((= A_t / A_i^*)\), we can describe the area estimate of the target compound which is inherent to the user’s apparatus:

\[
A_t = A_i^* aX
\]

(3)

as a function of \(X\). In Fig. 2, the transformation by Eq. (3) is designated by the block of “database calibration curve.”

Factor C can be determined with referring to the signal in an ion chromatogram registered in the database under the assumption that peak width would not substantially be different from the original system for database creation if the appropriate adjustment with the SCSs is performed in the user’s system.

Because the concentration of the IS is often fixed in practice, the precision profile (Eq. (1)) can be a function of sample concentration, \(X\).

**DL AND QL ESTIMATION BY ISO 11843 PART 7**

The FUMI theory is a theory to estimate the SD of measurements from stochastic properties of noise as well as signal in the output of analytical instruments such as chromatographs and mass spectrometers.\(^{12}\) Instrumental prerequisites of the theory are: the background noise can well be approximated by a mixed random processes of the white noise and Markov process alone; the background noise is a predominant source of measurement uncertainty. The FUMI theory has successfully been applied to a lot of analytical instruments.\(^{12,18,19}\)

Factors, A and C, mentioned above are required by this theoretical SD estimation. The SD, \(s_t\) and \(s_r\) in Eq. (1), can be estimated by mathematical techniques mainly made up of the Fourier transform of the noise (factor C) into a power spectrum and the nonlinear least squares fitting of the model random process of the white noise and Markov process to...
Under the assumption that the SD of concentration estimates, $s_X$, is constant, often called homoscedastic situation, the detection limit, $x_d$, is defined as \[^{13,15}(4)\]

$$
x_d = (k_c + k_d)x
$$

where $k_c$ and $k_d$ denote the coefficients to specify the probabilities of an error of the first kind and second kind, respectively. If the concentration estimates are normally distributed, and $k_c = k_d = 1.65$, Eq. (4) takes the simple form

$$
s_X/x_d = 1/3.3 \approx 30%.
$$

Practically, if the calibration curve is a straight line passing through the origin, the detection limit is equal to the concentration at which the RSD of measurements (the left side of Eq. (1)) takes 30% in the precision profile. \[^{13,15}\]

Similarly, the quantitation limit can be interpreted as the concentration at which the RSD is 10% \[^{20}\] in the precision profile (here, $k_c + k_d = 10$).

**RESULTS AND DISCUSSION**

A noise power spectrum is produced through the Fourier transform of the background noise of a chromatogram. Figure 2 illustrates the power spectra (zigzag lines) of an IS, phenanthrene-$d_{10}$, and target compound, alachlor. The smooth lines of the figures denote the respective simplex least squares fitting of the theoretical power spectra to the observed lines. The goodness of fit of the least-squares is a useful indicator for the successful application of the FUMI theory. In Fig. 2, the fitting goodness looks satisfactory. The least-squares fitting is performed not on the logarithmic scale but on the linear scale and then, the quality of fit might seem to be poor around and above 0.5 Hz. In practice, the least-squares fitting can provide three parameters that are indispensable for describing background noise in the theory: one for the white noise and two for the Markov process.

Through the above procedures for the fitting as shown in Fig. 2 and according to Eq. (1), we can obtain the precision profile for alachlor (see Fig. 3). The theoretical prediction (---) can be considered in good agreement with the experimental results from repetition (*; $n=6$), since the former line falls within the 95% confidence intervals of the RSD estimates. This result corroborates, besides the usefulness of the FUMI theory, the generally-accepted concept that the internal standard method is helpful to compensate injection errors in analytical instruments.

The graphical estimation of DL and QL, described in ISO 11843-7, is also demonstrated in Fig. 3 (see the arrows). The estimated values of DL and QL for alachlor are: ISO-based 0.020 mg/L and 0.067 mg/L, respectively; statistically ($n=6$), 0.022 mg/L and 0.074 mg/L, respectively (for both, Eq. (4) is used). The ISO method is very simple and useful, and its reliability in GC/MS systems will be verified hereafter.

Figure 4 shows the ion chromatograms of alachlor at concentrations around the estimated DL ($=0.020$ mg/L): (A) 0.01 mg/L; (B) 0.05 mg/L. The DL signal is twice the signal of the upper figure in area. Its signal-to-noise ratio was observed to be about 4.0. This S/N might appeal to the practical sense of chromatographers. However, as far as precision or uncertainty is concerned, noise is often elusive due to autocorrelation and the S/N is not always an honest yardstick. \[^{18,21}\]

Figure 5 shows the correlation between the DL estimates by the FUMI theory and those by the repeated measurements ($n=6$). The differently estimated values for 66 pesticides are strongly correlated ($r=0.865$). For example, as for alachlor, the DL value estimated by the FUMI theory (0.020 mg/L) is close to that by the repetition experiments ($=0.022$ mg/L).

Sixty-six pesticides were selected for this study out of 69 chemicals of 69 Pesticides Mix. Two chemicals were excluded because of no entry in the NAGINATA™ database (trichlorfon and CNP amino type) and one because of appearances of troublesome multi isomer peaks (proponazol). For 55 pesticides out of 66, the SD values were...
estimated from the data at 0.5 mg/L, but for 11 pesticides at 0.1 mg/L. As far as the measurement uncertainty in the GC/MS system used here is concerned, the noise predominance over the other error sources seemed to be retained at as high a concentration as 0.5 mg/L for 55 compounds. For the other eleven compounds, however, the S/N values of target peaks were so high that the above noise predominance was ruled out. In the latter case, however, the data at a lower concentration (0.1 mg/L) yield the excellent results as shown in Fig. 5. Underestimation of uncertainty would ensue from a manipulation of the eleven compounds at the inappropriate high concentration.

Precision and accuracy are both of critical importance in estimating the DL and QL in any analytical instrument. In Fig. 6, the accuracy of our system is demonstrated as the averaged concentration estimates (n=6). All the concentration estimates are included within ±20% of the actual concentration (0.50 mg/L). No bias of the system is observed.

The accuracy of the quantification results is comparable to that previously reported with the similar GC/MS system (n=1): out of 60 compounds, 36 were detected at concentrations within ±30% of the true value and 58 fell within ±50% of the true value.

The principle of the proposed system is illustrated in Figs. 1 and 2, and its analytical reliability is demonstrated by the statistics shown in Figs. 5 and 6. In the current system, the DL and QL can be determined for each target substance in less than a couple of minutes through the software. The proposed system could be practical, as long as the number of target substances to be analyzed at the same time is not so large.

It, however, has difficulty in simultaneously handling all compounds registered in a database of a GC/MS system. A time to be spent on the FUMI-theoretical analysis of a chromatogram is not long (<2 min), including the manual selections of noise and signal and the run of the software called TOCO (see the Experimental section). However, it would take an enormous amount of time to conduct the above analysis on each of chromatograms in the database. Therefore, developing a new method to solve this problem would be an interesting subject of future study.

Recently, a theoretical paper which uses an auto-correlation function instead of the Fourier transform in ISO 11843-7 for the estimation of noise parameters has been reported. Procedures for the parametrization are quite simple in the new theory. Furthermore, the number of data necessary for the parametrization is no longer limited to 2 to the n-th power as it usually is when the fast Fourier transform algorithm is applied. This theory would possibly be a clue used to find another method for determining the detection limits and quantitation limits simultaneously for over a thousand compounds in a database of a GC/MS system.
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