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The range of application of molecular dynamics (MD) simulations is rapidly expanding owing to the recent advance in high-performance computing. Since only the coordinate and velocity of atoms in the system are directly obtained from MD simulations, it is important to correctly understand how the coordinate and velocity of atoms are converted into thermodynamic and interfacial properties. Here, MD-based techniques for estimating the thermodynamic and interfacial properties of metallic materials are assessed by considering practical examples of the melting point of a pure metal, the solidus and liquidus compositions of a binary alloy, the grain boundary energy, the solid-liquid energy, and the kinetic coefficient. [doi:10.2320/matertrans.ME201712]
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1. Introduction

Owing to the recent advance in high-performance computing, the range of application of atomistic simulations is rapidly expanding.1,2) The motion of all atoms in a submicrometer-scale cube can now be directly handled in molecular dynamics (MD) simulations3) and large-scale MD simulations with up to a billion atoms have been applied in the manufacturing process of structural materials.3-6) On the other hand, another critical problem has emerged as the number of atoms in MD simulations has increased. That is, a high computational cost is required not only for the main MD simulation but also for the postanalysis processing of the simulation data.3) In principle, only the coordinate and velocity of atoms are directly obtained from MD simulations, which are translated into macroscopic physical quantities. Some basic intensive variables such as temperature and pressure can be derived exactly from the coordinate and velocity of atoms since their relationships are clearly defined in thermodynamics in conjunction with statistical mechanics. Moreover, some mechanical properties of perfect crystalline materials are clearly defined and reproduced well in MD simulations since these properties strongly correlate with the shape and depth of the well of interatomic potential. Therefore, MD simulations have been widely employed to examine mechanical properties7) such as dislocation,8) fracture,9) plastic deformation,10,11) and stacking fault tetrahedra.12)

On the other hand, it is not straightforward to deterministically define the entropy of a system from the coordinate and velocity of atoms since the number of states cannot be defined in principle for a system governed by the classical equation of motion.13) Therefore, it is essential to employ an alternative technique that reproduces the desired ensemble.13) For example, a Monte Carlo (MC) simulation, in which the chemical potential is specified, is often used to reproduce the desired ensemble. Thermodynamic integration is also useful, in which the free energy is converted from quantities correlated with the partition function. However, many simulations must be performed to obtain the statistical average. In addition to conventional MD and MC simulations, recent progress in collaboration with techniques from data science including computational screening,14,15) neural network computation,16) machine learning17) and data assimilation18,19) is opening a new window of atomistic simulations. As techniques based on the data science permeate computational metallurgy, it becomes increasingly important to ensure the feasibility of simulation results from a metallurgical viewpoint. To this end, techniques for parameter estimation from MD simulations are comprehensively assessed in this paper. In particular, the thermodynamic and interfacial properties of metallic materials are focused on since these properties directly affect the manufacturing process of structural materials.

2. Molecular Dynamics Simulation

2.1 Brief summary of simulation methodology

An MD simulation is a deterministic method of atomistic simulation, in which a full set of the coordinate and velocity of all atoms in a target material is determined by numerically solving the Newton’s equation of motion. Once the initial configuration and the definition of the interatomic force are given, the coordinate and velocity of all atoms at every time step are determined explicitly, from which macroscopic physical properties are derived. Since a numerical technique for the integration of Newton’s equation of motion has already been established,20) the following two points are key issues: (i) how to define the interatomic force and (ii) how to estimate physical properties only from the coordinate and velocity of atoms.

In principle, the interatomic force is defined from the electronic states of the atomic configuration. An MD simulation using the interatomic force derived directly from a quantum-based calculation is called an ab initio MD simulation or a first-principles MD simulation.21) Although an ab initio MD simulation can treat the interatomic force precisely without any empirical parameters, it requires a high computational cost. Therefore, the interatomic force is often
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derived from an empirical function called the interatomic potential (or the force field). An MD simulation using the interatomic potential is called a classical MD simulation. Note that “MD simulation” without the term \textit{ab initio} or first-principles conventionally refers to a classical MD simulation. It is essential to employ an \textit{ab initio} MD simulation for quantitative discussion of the elementary steps of chemical reactions including the charge transfer.\textsuperscript{22,27} On the other hand, the Stillinger potential, the interatomic potential is called a classical MD simulation.\textsuperscript{35} The EAM potential is generally described by a combination of the pair term and \textit{ed versions have been used for metallic systems}\textsuperscript{28,31} including covalent and metal bonds. For example, parameter sets of the Morse potential have been published (for example, the Interatomic Potentials Repository Project\textsuperscript{40}). The utilization of these databases in combination with open-source software such as the LAMMPS molecular dynamics simulator\textsuperscript{41} can greatly reduce the time and cost of MD simulations. In this study, LAMMPS\textsuperscript{41} and the database from Interatomic Potential Repository Project\textsuperscript{40} are utilized for the simulations in Sections 3.1, 3.2, and 3.3, whereas our own code is employed for the simulations in Sections 3.4, 3.5, and 3.6.

\subsection*{2.2 Interatomic potential and force}
In general, interatomic potentials are classified into two types: the pairwise potential and the many-body potential. In the pairwise potential, the total potential energy of a system, \(U\), is described by the interatomic distance \(r_{ij}\) between atoms \(i\) and \(j\) as

\[ U = \frac{1}{2} \sum_{i<j} U_{ij}(r_{ij}). \]

Representative pairwise potentials are the Lennard–Jones potential,\textsuperscript{28} which is widely used in simplified models, and the Morse potential\textsuperscript{29} for covalent and metal bonds. For example, parameter sets of the Morse potential have been published (for example, the Interatomic Potentials Repository Project\textsuperscript{40}) for covalent and metal bonds.\textsuperscript{30} However, the pairwise potential cannot correctly reproduce the anisotropy in mechanical properties.\textsuperscript{31}

Therefore, interatomic potentials including many-body effects have been widely proposed. The most popular one for metals and alloys is the embedded atom method (EAM) potential.\textsuperscript{32} The EAM potential is generally described by a combination of the pair term \(V_{ij}\) between atoms \(i\) and \(j\) and the embedded function \(F\) as

\[ U = \frac{1}{2} \sum_{i<j} V_{ij}(r_{ij}) + \sum_{i<j} F(\rho_i), \]

where \(\rho_i\) is the electron density around atom \(i\), which is the sum of the electron densities from the neighboring atoms \(j\) of atom \(i\), \(\phi(\rho_i)\). Since Daw and Baskes\textsuperscript{32} proposed the original form of the EAM functions, many modified versions have been proposed such as the generalized EAM (GEAM)\textsuperscript{33} for multicomponent alloys and the modified EAM (MEAM)\textsuperscript{34} including angular terms. On the other hand, the Stillinger–Weber potential\textsuperscript{35} has often been used for materials with the diamond structure such as silicon and germanium. This potential consists of a combination of pairwise and angular terms (three-body term) as

\[ U = \frac{1}{2} \sum_{i<j} V_{ij}(r_{ij}) + \sum_{i<j<k} \phi_3(r_{ij}, r_{jk}, r_{ki}). \]

where \(r_{ij}\), \(r_{jk}\), and \(r_{ki}\) are the positions of atoms \(i\), \(j\), and \(k\), respectively. Bond-order type potentials\textsuperscript{36,37} are also commonly used for covalent systems including silicon and carbon. Moreover, interatomic potentials including those for the chemical reactions and charge transfer, as typified by the ReaxFF\textsuperscript{38} and COMB\textsuperscript{39} potentials, have recently been developed.

The force acting on atom \(i\), \(\mathbf{F}_i\), is defined as the gradient of the interatomic potential,

\[ \mathbf{F}_i = -\frac{\partial U(r_i)}{\partial r_i}. \]

The analytical solution of the interatomic force is easily derived for the pairwise potential, whereas it is not straightforward to derive it from a complicated many-body potential. Recently, a large amount of numerical data on interatomic potentials has been made available in databases (for example, the Interatomic Potentials Repository Project\textsuperscript{40}). The utilization of these databases in combination with open-source software such as the LAMMPS molecular dynamics simulator\textsuperscript{41} can greatly reduce the time and cost of MD simulations. In this study, LAMMPS\textsuperscript{41} and the database from Interatomic Potential Repository Project\textsuperscript{40} are utilized for the simulations in Sections 3.1, 3.2, and 3.3, whereas our own code is employed for the simulations in Sections 3.4, 3.5, and 3.6.

\subsection*{2.3 Temperature and pressure in atomistic system}
In an MD simulation, the law of equipartition of energy holds for the motion of atoms since the dynamics of atoms is governed by Newton’s law of motion. According to the law of equipartition of energy, the average kinetic energy is \(k_BT/2\) (\(k_B\), Boltzmann constant; \(T\) temperature) per degree of freedom in thermal equilibrium. This gives the following relation:

\[ \left\langle \sum_{i=1}^{n} \frac{1}{2} m_i v_i^2 \right\rangle = \frac{3}{2} nk_B(T), \]

where \(m_i\) and \(v_i\) are the mass and velocity of atom \(i\), respectively, and \(n\) is the total number of atoms in the system. The brackets \(\langle \rangle\) represent the ensemble average. Therefore, the temperature of the system is defined using the velocity of atoms as

\[ T_i = \frac{m_i v_i^2}{3k_B}. \]

In reality, the instantaneous temperature has a distribution even when the average temperature in the system is \(T\). For example, the Maxwell–Boltzmann distribution holds for the distribution of the instantaneous temperature of atoms in the equilibrium gas state. Moreover, the pressure in the system is defined from the virial theorem as

\[ \langle P \rangle = \frac{nk_BT}{V} + \frac{1}{3V} \left\langle \sum_{i=1}^{n} r_i \cdot \mathbf{F}_i \right\rangle, \]

where \(V\) is the volume of the system. By substituting eqs. (5) and (7) into eq. (9), the pressure of the system can be defined using the coordinate and velocity of the atoms in the system as
The prepared system is a solid-liquid biphasic system, which the planar solid-liquid interface does not move in a temperature in practical simulations. Usually, the melting starts from an inhomogeneous region in the crystal such as a surface or a grain boundary. The melting induced by an inhomogeneous region is called thermodynamic melting, which occurs at the melting point. On the other hand, another type of melting is sometimes observed in MD simulations. That is, an infinite perfect crystal in a supercell retains its structure even at the melting point and collapses spontaneously at a temperature above the melting point. This type of melting is called mechanical melting. Figure 2 shows snapshots of thermodynamic melting and mechanical melting. Perfect Ni crystals (187,500 atoms, 88.0 × 88.0 × 264.0 Å) are prepared under two periodic boundary conditions: (i) in all directions (i.e., an infinite perfect crystal) and (ii) in only the y and z directions (i.e., a crystal with surfaces in the x direction). Then, these crystals are relaxed for 50 ps at high temperatures near the melting point defined in Fig. 1(b). Figure 2 shows these crystals after the relaxation at various temperatures. When the crystal with surfaces is relaxed at a higher temperature than the melting point (1685 K), the crystal starts melting at the surface and the solid-liquid interface propagates into the crystal. The solid-liquid interface propagates more rapidly as the temperature increases. This type of melting is thermodynamic melting.

However, the infinite perfect crystal does not melt even at higher temperatures (1800 and 1900 K) than the melting point (1685 K). It is considered that superheating occurs in the infinite perfect crystal owing to the lack of onset of melting. The infinite perfect crystal suddenly homogeneously melts at 2100 K and mechanically breaks owing to the instability limit of the interatomic bonds. This is regarded as mechanical melting. Since inhomogeneous regions such as the surface and grain boundaries usually exist in practical crystals, thermodynamic melting should occur in reality. Note that mechanical melting occurs virtually in computer simulations when an infinite perfect crystal is employed in a small supercell. On the other hand, solidification usually occurs in an undercooled liquid via nucleation since there is an energy barrier for nucleation due to the effect of solid-liquid interfacial energy. Therefore, nucleation is regarded as a thermally activated (i.e., kinetic) process. Thermally activated nucleation from an undercooled melt has been confirmed in an MD simulation, in which the graph of the nucleation rate with respect to temperature has a nose shape due to the two competing temperature effects. This is reasonable from both thermodynamic and kinetic viewpoints.

\[
\langle P \rangle = \frac{1}{3V} \left( \sum_{i=1}^{n} m_i \mathbf{v}_i \left( \sum_{j=1}^{n} \mathbf{r}_j \cdot \frac{\partial U(\mathbf{r}_j)}{\partial \mathbf{r}_j} \right) \right).
\]
3.3 Solidus and liquidus compositions of binary alloys

For alloy systems, solidus and liquidus temperatures are defined instead of the melting point. In accordance with the thermodynamics of materials, the solidus and liquidus compositions with respect to temperature are defined from the contact points of the common tangent line with the Gibbs free energies of mixing for the solid and liquid phases. Since it is not straightforward to directly estimate the Gibbs free energy of mixing from an MD simulation, the semigrand canonical Monte Carlo (SGCMC) method is often employed, in which the equilibrium concentration is obtained for the given chemical potential difference \( \mu \). Here, the practical procedure is explained by considering the example of an Fe–Cr alloy using the EAM potential defined by Bonny et al. SGCMC simulations with various values of \( \mu \) are performed for both solid and liquid systems at 2500 K. The corresponding equilibrium concentrations are obtained from the calculations. Figure 3(a) shows the relationship between \( \mu \) and the equilibrium concentration \( X_{Fe} \) at 2500 K for both solid and liquid alloys obtained by the SGCMC simulations. Note that the melting points of pure Fe and Cr for this potential are 1770 ± 20 and 2670 ± 20 K, respectively. That is, the set temperature, 2500 K, lies between the melting points of Fe and Cr. Then, the plots obtained from the simulation are fitted to the following equation to obtain the fitting parameters \( A_i \) (i = 0, 1, ..., n).

\[
\Delta \mu(X_{Fe}) = k_B T \ln \left( \frac{X_{Fe}}{1 - X_{Fe}} \right) + \sum_{i=0}^{n} A_i X_{Fe}^i \]  

A quintic polynomial is employed for the fitting term (i.e., \( n = 5 \)) in eq. (11). Once the fitting parameters are obtained, the Gibbs free energy of mixing, \( \Delta G_{mix} \), is described as

\[
\Delta G_{mix}(X_{Fe}) = k_B T X_{Fe} \ln(X_{Fe}) + (1 - X_{Fe}) \ln(1 - X_{Fe}) + \sum_{i=0}^{n} A_i X_{Fe}^{i+1} / (i + 1). \]  

Figure 3(b) shows the Gibbs free energy of mixing for solid and liquid phases of the Fe–Cr alloy at 2500 K. The difference in the Gibbs free energy between the solid and liquid phases at \( X_{Fe} = 0 \) is separately estimated by integration of the Gibbs–Helmholtz relation as

\[
\Delta G_{SL} = T \int_{T_0}^{T} \frac{H(T) - H_0(T)}{T^2} dT. \]  

Since the enthalpy, \( H \), is directly calculated from the MD simulation, \( \Delta G_{SL} \) can be derived straightforwardly. Finally,
the solidus and liquidus compositions are derived from the contact points of the common tangent line. This technique is straightforward provided the particular value of $\Delta \mu$ is uniquely assigned to one composition as in an isomorphous alloy (i.e., all proportional solid solution). However, this technique is not applicable without modification when the relationship between $\Delta \mu$ and the composition is not monotonic, which causes a miscibility gap in the phase diagram.\(^{47}\) A higher-order technique has been developed for cases including a miscibility gap.\(^{53}\)

Although the SGCMC simulation is a promising technique for estimating the solidus and liquidus compositions of a binary alloy, an MC simulation does not include the dynamics of the system in principle. Therefore, we employ a simple technique based on the MD simulation to estimate the solidus and liquidus compositions, in which the solute partition at the solid-liquid interface is monitored.\(^{54}\) Figures 4(a) and 4(b) show snapshots of the relaxation process of the biphasic systems Cr–10 at\% Fe at 2500 K and Cr–15 at\% Fe at 2400 K, respectively. The relaxation is performed for 15000 ps under the NPT-constant condition. In both systems, solidification occurs in the initial stage and the solid-liquid interface stops moving after approximately 12000 ps. Figures 4(c) and 4(d) show the distribution of the Fe composition in each biphasic system during the relaxation. As the solidification proceeds, a solute (Fe) partition develops at the solid-liquid interface, which reduces the Fe composition in the newly solidified region and increases the Fe composition in the liquid phase near the interface. After approximately 12000 ps, the solid-liquid interface stops moving and the distribution of the Fe composition becomes constant. Therefore, this distribution is considered as the equilibrium composition of the solid and liquid phases (i.e., solidus and liquidus compositions) at the calculated temperature. Figure 5 shows the partial phase diagram of the Cr-rich area of Fe–Cr alloy estimated by MD simulation of the relaxation of an Fe–Cr biphasic system. In the phase diagram, the temperature normalized by the melting point of Cr for this EAM potential\(^{52}\) employed in the simulation.

3.4 Grain boundary energy and grain boundary mobility

Since most practical metals and alloys have a polycrystalline microstructure, it is essential to understand the properties
of grain boundaries. Usually, the grain boundary energy $\sigma_{\text{GB}}$ is estimated\(^\text{44,55-57}\) from the difference between the energy of a bicrystal with a particular grain boundary ($E_{\text{GB}}$) and the total energy of the constituent crystals ($E_1 + E_2$) as

$$\sigma_{\text{GB}} = \frac{E_{\text{GB}} - (E_1 + E_2)}{2A}, \quad (14)$$

where $A$ is the area of the grain boundary. Figure 6(a) shows a schematic image of the calculation procedure of the grain boundary energy. The energy difference is usually divided by $2A$ owing to the three-dimensional periodic boundary condition. Figure 6(b) shows the grain boundary energy of the symmetric tilt grain boundary in bcc Fe at a finite temperature calculated using the Finnis–Sinclair (FS) potential.\(^\text{58}\) The figure is reconstructed from data in our previous study.\(^\text{44}\) In the figure, the temperature is normalized by the melting point of bcc Fe by the FS potential ($T_M = 2400\, \text{K}$). In general, the grain boundary energy increases with increasing temperature owing to the structural fluctuation caused by thermal vibration.\(^\text{44}\) A large energy cusp appears at the (112)/(110) $\Sigma 3$ boundary, whereas no energy cusps appear at the (111)/(111) $\Sigma 3$ boundary. Detailed information is given in our previous report.\(^\text{44}\) The grain boundary energies of alloy systems can be estimated in the same manner. For example, the grain boundary energy of the symmetric tilt boundary in Fe–Cr alloys\(^\text{57}\) has been systematically calculated: the grain boundary energy basically decreases with increasing Cr composition. Recently, a virtual screening technique based on machine learning\(^\text{14}\) has been utilized to predict the optimum structure of a grain boundary among various possible structures, which is a promising technique for efficiently finding the optimum structures of materials in the future.

In contrast to the grain boundary energy, it is not straightforward to explicitly estimate the grain boundary mobility by MD simulation since the planar grain boundary does not move unless a driving force acts on it. Therefore, a driving force is given in MD simulations such as curvature,\(^\text{59,60}\) a triple junction,\(^\text{61,62}\) shear stress,\(^\text{63-65}\) or an additional interatomic potential.\(^\text{66,67}\) The mobility of a specific grain boundary has been widely estimated using these techniques. However, it is not straightforward to evaluate the grain boundary mobility in a polycrystalline microstructure, in which many grain boundaries exist in a complicated manner. Moreover, it is considered that boundary migration is strongly affected by the roughness of the grain boundary.\(^\text{68}\) Therefore, further studies are required to establish a technique for estimating the grain boundary mobility in a polycrystalline microstructure from the atomistic viewpoint.

### 3.5 Solid-liquid interfacial energy

The solid-liquid interfacial energy is one of the key factors determining the solidification microstructure, which is defined as the excess Gibbs free energy at the solid-liquid interface.\(^\text{69}\) Although considerable effort has been made to measure the solid-liquid interfacial energy of metals and alloys over many years,\(^\text{69,70,71}\) it is not yet straightforward to measure it with a high degree of accuracy. Therefore, the estimation of the solid-liquid interfacial energy by atomistic simulation is strongly desired. Several techniques have been proposed for estimating the solid-liquid interfacial energy by MD simulations. One of the popular techniques is the capillary fluctuation method.\(^\text{72,73}\) In this technique, the interfacial stiffness is extracted from the capillary fluctuation spectrum of the roughness of the solid-liquid interface using the following relation:

$$\langle |A(k)|^2 \rangle = \frac{k_B T_M}{b W (\gamma + \gamma') k^2}, \quad (15)$$

where $\gamma$ is the solid-liquid interfacial energy, $A(k)$ is the amplitude of the fluctuation of the solid-liquid interface with wavenumber $k$, and $W$ and $b$ are the length and thickness of the solid-liquid interface, respectively. The value $\gamma' = \gamma + \gamma''$ is called the interfacial stiffness. The anisotropic interfacial energy can be expressed by a low-order expansion consistent with cubic symmetry\(^\text{70}\) in the case of weak anisotropy\(^\text{72}\) as

$$\gamma = \gamma_0 \left[ 1 + \epsilon_1 \left( \sum_i n_i^4 - \frac{3}{5} \right) + \epsilon_2 \left( 3 \sum_i n_i^4 + n_1^2 n_2^2 n_3^2 - \frac{17}{7} \right) \right], \quad (16)$$

where $n_i$ represent the orientation indices of the solid-liquid interface ($n_1, n_2, n_3$), and $\epsilon_1$ and $\epsilon_2$ are the anisotropy parameters. Using eq. (16), the anisotropy in the solid-liquid interface can be extracted using the information on the solid-liquid interface with the three different orientations. This is the merit of capillary fluctuation method. Moreover, a
Cleaving technique has been developed for estimating the solid-liquid interface, in which thermodynamic integration is performed along a reversible path defined by the external cleaving potential.\textsuperscript{75,76) Although the capillary fluctuation method is very useful for estimating the solid-liquid interfacial energy including the anisotropy, the result strongly depends on the definition of the solid-liquid interface in the atomistic configuration.\textsuperscript{77) Therefore, we have estimated the solid-liquid interfacial energy using the Gibbs-Thomson effect in small solid particles in an undercooled melt,\textsuperscript{78-80} in which the information on the solid-liquid interface is not used explicitly. Figure 7(a) shows snapshots of the MD simulation\textsuperscript{79} for the shrinkage or the expansion of a spherical particle of bcc Fe placed in an undercooled iron melt ($\Delta T = 110$ K).\textsuperscript{79} (b) Schematic image of the change in free energy as a function of particle radius according to classical nucleation theory.

Figure 8 shows the relationship between the undercooling temperature and the inverse of the critical radius obtained from MD simulations of the melting of small solid bcc particles in an undercooled melt for the Fe system using the FS potential.\textsuperscript{78) The figure is reconstructed from data obtained in our previous study.\textsuperscript{79} From classical nucleation theory,\textsuperscript{81} the critical radius of a spherical solid in an undercooled melt, $r^*$, has the following inverse relation to the undercooling $\Delta T$, $\Delta T = \frac{2yT_m}{\Delta H} \frac{1}{r^*}$, (17) where $\Delta H$ is the latent heat. Therefore, the solid-liquid interfacial energy can be estimated from the slope of the relation in eq. (17). From the slope of the fitted line in Fig. 8, the solid-liquid interfacial energy of bcc Fe is estimated to be $1.7$ J m$^{-1}$ using $T_m = 2400$ K and $\Delta H = 0.22$ eV/atom, which are values for pure Fe obtained using the FS potential.\textsuperscript{79} A merit of this technique is that there is no need to define the solid-liquid interface explicitly from the atomistic configuration. On the other hand, the anisotropy in the solid-liquid interfacial energy cannot be defined using this technique and therefore only the average interfacial energy is estimated.

### 3.6 Kinetic coefficient of solid-liquid interface

The kinetic coefficient $\mu$ is defined as the proportional constant between the velocity of a solid-liquid interface, $v$, and the undercooling temperature $\Delta T$, $v = \mu \Delta T$. (18) Since the anisotropy in the kinetic coefficient directly affects the morphology of the solidification microstructure,\textsuperscript{82,83} it is essential to estimate the kinetic coefficient including its anisotropy. In an MD simulation, the kinetic coefficient is usually estimated from the temperature dependence of the propagation velocity of the planar solid-liquid interface in a biphasic system.\textsuperscript{79,84-86} Figure 9(a) shows snapshots of the propagation of the solid-liquid interface with the (100) orientation in a solid-liquid biphasic system for bcc Fe at...
thermodynamic and interfacial properties from a metallurgical viewpoint. Finally, I would like to mention our recent work, where the gap between MD and phase-field simulations is connected by direct mapping of the atomistic configuration of a polycrystalline microstructure obtained from an MD simulation into the phase-field property. The cross-scale connection between atomistic and continuum scales is mainly a result of recent advance in high-performance computing. This direct mapping technique is expected to be applied to various numerical simulations of structural materials at the microstructure scale. The provision of thermodynamic and interfacial parameters by MD simulations is strongly desired for the smooth connection between atomistic and continuum simulations.
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