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Introduction

In their book, [4], Vol. 2, Chapter IV, Gel'fand and Shilov introduced the spaces of test functions of generalized functions which are called S-spaces. In [5], Vol. 3, Chapter II, they used these spaces to investigate the uniqueness of the solutions for the Cauchy problems of partial differential equations.

The main aim of this paper is to characterize the generalized functions of the dual spaces $S'$ by using the heat equation and give some application to the problems of differential equations.

In §1, we shall give the definition of S-spaces following [4] and we shall consider the Cauchy problem of the heat equation with initial data in $S$. In §2, we shall investigate the Cauchy problem of the heat equation with initial data in $S'$ in Theorem 2.1. There we get homeomorphic correspondence of the generalized functions of $S'$ and the solutions to the heat equation. In §3, we shall describe the solvability and regularity of solutions to ordinary differential equations with constant coefficients in $S'$-spaces by using the heat equation. In §4, as an example of applications to partial differential equations we shall consider the Laplace equation in $R^n$ ($n \geq 2$) and one dimensional heat equation in $S'$-spaces. It turns out that Laplace equation in analytic hypoelliptic in $S'$-spaces and the heat equation is not hypoelliptic in $S'$-spaces. Further investigation in $S'$-spaces will be given in the future.

§1. Spaces $S_r^s(R^n)$

We use general notations such as $|\alpha| = \alpha_1 + \cdots + \alpha_n$ for $\alpha \in Z^n_+$ and $\alpha! = \alpha_1! \cdots \alpha_n!$. For $x = (x_1, \ldots, x_n) \in R^n$ and $\alpha \in Z^n_+$ we define $x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$. For $\varphi(x) \in C^\infty(R^n)$ and $\beta \in Z^n_+$ we define

$$
\varphi^{(\beta)}(x) = (\partial/\partial x_1)^{\beta_1} \cdots (\partial/\partial x_n)^{\beta_n}(\varphi(x)).
$$

DEFINITION 1.1. The space $S_{r,A}^{s,B}(r, s \geq 0; A, B > 0)$ consists of all infinitely differentiable functions $\varphi(x)$, $x \in R^n$, satisfying the inequalities

$$
|x^{\alpha}\varphi^{(\beta)}(x)| \leq C_{\varphi} A^{||\alpha||} B^{||\beta||} |\alpha|^r |\beta|^s, \quad \alpha, \beta \in Z^n_+,
$$

where $C_{\varphi}$ is a constant depending only on $\varphi$. In this definition $n^n$ is understood as $R^n$, and $|x|$ is defined as $\max_{1 \leq i \leq n} |x_i|$. In the case $A = 1$ and $B = 1$ we write $S_{r,s}$.
where the constant $C_\varphi$ depends on the function $\varphi$. This is a Banach space with the norm

$$
\|\varphi\| = \sup_{x \in \mathbb{R}^n} \frac{|x^\alpha \varphi^{(\beta)}(x)|}{A^{[\alpha]} B^{[\beta]} |\alpha|^{r} |\beta|^{s}}.
$$

The space $S_r^s(\mathbb{R}^n)$ is defined by the inductive limit

$$
S_r^s(\mathbb{R}^n) = \lim_{A, B} S_{r, A}^{s, B}.
$$

REMARK 1.1. Let $S(\mathbb{R}^n)$ be the space of rapidly decreasing functions of L. Schwartz, then by (1.1) we have the inclusion $S_r^s(\mathbb{R}^n) \subseteq S(\mathbb{R}^n) \quad (r, s > 0)$. 

REMARK 1.2 ([4], Vol. 2, Chapter IV). The space $S_r^s(\mathbb{R}^n)$ is not trivial if one of the following conditions is satisfied:

(i) $r + s > 1, r > 0, s > 0$;
(ii) $r = 0, s > 1$;
(iii) $r > 1, s = 0$.

Otherwise it degenerates to the single function $\varphi(x) \equiv 0$.

Let us remark that the Gaussian function $\exp[-x^2]$ belongs to the space $S_{1/2}^{1/2}$ (c.f. Theorem 2.1.).

THEOREM 1.1 ([4], Vol. 2, Chapter IV). (a) If $r = 0$ and $s > 1$ we have

$$
S_{0}^s(\mathbb{R}^n) = D^{(s)}(\mathbb{R}^n),
$$

where $D^{(s)}$ is the space of Gevrey functions of order $s$ with the compact support. 

(b) If $r + s > 1 \quad (r, s > 0)$ and $\varphi(x) \in S_r^s(\mathbb{R}^n)$ we have the inequality

$$
|\varphi^{(\beta)}(x)| \leq C B^{[\beta]} |\beta|^{s} \exp[-a|x|^{1/r}], \quad \beta \in Z_+^n,
$$

where the positive constants $C$, $B$ and $a$ depend on the function $\varphi$.

THEOREM 1.2 ([4], Vol. 2, Chapter IV). If $0 < s < 1$ every function $\varphi(x) \in S_r^s(\mathbb{R}^n)$ is continued in the entire $z = x + iy$ plane and the following estimate is satisfied:

$$
|\varphi(x + iy)| \leq C \exp[-a|x|^{1/r} + b|y|^{1/(1-s)}], \quad x + iy \in \mathbb{C}^n.
$$

Here the constants $a$ and $b$ are taken such that

$$
a < r/(e A^{1/r}), \quad b > \frac{(1-s)}{e} (Be)^{1/(1-s)}.
$$
THEOREM 1.3. Let \( \{ \varphi_j \} \) be a sequence in \( S^s_\sigma(R^n) \).

(a) If \( r + s \geq 1 \) \((r, s > 0)\) then we have

\[
\varphi_j \to 0 \quad \text{as} \quad j \to \infty \quad \text{in} \quad S^s_\sigma
\]

if and only if there are positive constants \( B \) and \( a \) such that

\[
\sup_{x \in R^n} \frac{|\varphi_j^{(x)}(x)|}{B^{1/|\beta|} |\beta|^{1/|\sigma|} \exp[-a|x|^{1/r}]} \to 0 \quad \text{as} \quad j \to \infty.
\]  

(b) In particular, if \( r + s \geq 1 \) and \( 0 < s < 1 \) then

\[
\varphi_j \to 0 \quad \text{as} \quad j \to \infty \quad \text{in} \quad S^s_\sigma
\]

if and only if there are positive constants \( a \) and \( b \) such that

\[
\sup_{x+i y \in R^n} \frac{|\varphi_j(x + iy)|}{\exp[-a|x|^{1/r} + b|y|^{1/(1-s)}} \to 0 \quad \text{as} \quad j \to \infty.
\]

THEOREM 1.4. Let \( u \in (S^s_\sigma)' \).

(a) If \( r + s \geq 1 \) \((0 < r, s < \infty)\) then for any pair of positive numbers \( a \) and \( B \) there exists a positive constant \( C \) such that

\[
|u(\varphi)| \leq C \sup_{x \in R^n} \frac{|\varphi^{(x)}(x)|}{B^{1/|\beta|} |\beta|^{1/|\sigma|} \exp[-a|x|^{1/r}]}. \tag{1.7}
\]

(b) In particular if \( r + s \geq 1, 0 < r < \infty \) and \( 0 < s < 1 \) then for any pair of positive numbers \( a \) and \( b \) there exists a positive constant \( C \) such that

\[
|u(\varphi)| \leq C \sup_{x+i y \in R^n} \frac{|\varphi(x + iy)|}{\exp[-a|x|^{1/r} + b|y|^{1/(1-s)}}. \tag{1.8}
\]

The estimates (1.7) and (1.8) are obtained by a standard method so we omit the proofs.

Now we denote by \( E(x, t) \) the \( n \)-dimensional heat kernel:

\[
E(x, t) = \begin{cases} 
(4\pi t)^{-n/2} \exp[-x^2/4t], & t > 0, \\
0, & t < 0.
\end{cases}
\]

Here we write \( x^2 = x_1^2 + x_2^2 + \cdots + x_n^2 \).
THEOREM 1.5. Let \( \varphi(x) \in \mathcal{S}_r^s(\mathbb{R}^n) \), \( 1/2 \leq r < \infty \), \( 0 < s < \infty \), \( r + s \geq 1 \). Then we have

\[
U(x,t) \equiv \int_{\mathbb{R}^n} E(x - y, t) \varphi(y) dy \in \mathcal{S}_r^s(\mathbb{R}^n), \quad t > 0
\]

and

\[
U(x,t) \longrightarrow \varphi(x) \quad \text{in} \quad \mathcal{S}_r^s(\mathbb{R}^n) \quad \text{as} \quad t \longrightarrow 0_+.
\]

PROOF. Let \( \varphi(x) \in \mathcal{S}_r^s(\mathbb{R}^n) \), \( 1/2 \leq r < \infty \), \( 0 < s < \infty \). By Theorem 1.1 and Theorem 1.3 it is sufficient to prove that for some positive constants \( a \) and \( B \) it holds that

\[
\sup_{x \in \mathbb{R}^n} \frac{|U^{(\beta)}(x,t) - \varphi^{(\beta)}(x)|}{B^{|\beta|s|\beta| \exp[-a|x|^{1/r}]}} \longrightarrow 0 \quad \text{as} \quad t \longrightarrow 0_+.
\]

Let \( \delta \) be a small positive number. We have

\[
|U^{(\beta)}(x,t) - \varphi^{(\beta)}(x)| = \left| \int_{\mathbb{R}^n} E(x - y, t)(\varphi^{(\beta)}(y) - \varphi^{(\beta)}(x)) dy \right|
\]

\[
= \left| \int E(y,t)(\varphi^{(\beta)}(x - y) - \varphi^{(\beta)}(x)) dy \right|
\]

\[
\leq \int_{|y| \leq \delta} E(y,t)|\varphi^{(\beta)}(x - y) - \varphi^{(\beta)}(x)| dy
\]

\[
+ \int_{|y| \geq \delta} E(y,t)|\varphi^{(\beta)}(x - y)| dy
\]

\[
\equiv I_{1,\beta} + I_{2,\beta} + I_{3,\beta}.
\]

We can write symbolically

\[
|\varphi^{(\beta)}(x - y) - \varphi^{(\beta)}(x)| \leq |\varphi^{(\beta+1)}(x - \theta y)| |y| \quad (0 < \theta < 1)
\]

\[
\leq CB^{|\beta|s|\beta| \exp[-a|x - \theta y|^{1/r}]} |y|
\]

then we have

\[
I_{1,\beta} \leq \delta CB^{|\beta|s|\beta| \exp[-a/2|x|^{1/r}]}.
\]
Next by taking note that $|\varphi^{(\beta)}(x - y)| \leq CB^{\beta} |\beta|^{|\beta|} \exp[-a|x - y|^{1/r}]$ we have

\[
I_{2,\beta} \leq CB^{\beta} |\beta|^{|\beta|} (4\pi t)^{-n/2} \int_{|y| \geq \delta} \exp[-y^2/4t - a|x - y|^{1/r}] dy
\]

\[
\leq CB^{\beta} |\beta|^{|\beta|} \exp[-(a/4)|x|^{1/r}] \exp[-\delta^2/8t].
\]

\[
\int_{|y| \geq \delta} \exp[-y^2/8t + 4a|y|^{1/r}] dy.
\]

Using the assumption $1/r \leq 2$, we have

\[
I_{2,\beta} \leq \delta CB^{\beta} |\beta|^{|\beta|} \exp[-(a/4)|x|^{1/r}],
\]

where $\delta \to 0$ as $t \to 0$. Finally we have

\[
I_{3,\beta} = \int_{|y| \geq \delta} E(y, t) |\varphi^{(\beta)}(x)| dy = |\varphi^{(\beta)}(x)| \int_{|y| \geq \delta} E(y, t) dy
\]

\[
\leq \delta CB^{\beta} |\beta|^{|\beta|} \exp[-a|x|^{1/r}],
\]

where $\delta \to 0$ as $t \to 0$. Thus we have $U(x, t) \to \varphi$ in $S^*_r(R^n)$.

§2. Characterization of the spaces $(S^*_r)'$

**Proposition 2.1** ([11]). Let $E(x, t)$ be the n-dimensional heat kernel. Then $E(\cdot, t)$ is an entire function of order 2 for $t > 0$ and we have the following properties on $E$:

(i) We have

\[
(2.1) \quad \int_{R^n} E(x, t) dx = 1, \quad t > 0;
\]

(ii) There are positive constants $C$ and $a'$ such that

\[
(2.2) \quad |E^{(\alpha)}(x, t)| \leq C^{(\alpha)+1} t^{-(n+|\alpha|)/2} \alpha^{1/2} \exp[-a'|x|^2/4t], \quad t > 0,
\]

where $a'$ can be taken as close as desired to 1 and $0 < a' < 1$.

**Theorem 2.1.** Let $(S^*_r)'$ be the strong dual space of $S^*_r(R^n)$ and assume $u \in (S^*_r)'$, $1/2 \leq r < \infty$ and $1/2 < s < \infty$. Then the function $U(x, t) = u_y(E(x - y, t))$ is well defined in $R^{n+1}_+ = \{(x, t); \ x \in R^n, \ t > 0\}$ and satisfies the heat equation:

\[
(2.3) \quad \left(\frac{\partial}{\partial t} - \Delta\right)U(x, t) = 0 \quad \text{in} \quad R^{n+1}_+;
\]

For every $T > 0$ and $\varepsilon > 0$ there is a positive constant $C$ such that

\[
(2.4) \quad |U(x, t)| \leq C \exp[\varepsilon(|x|^{1/r} + (1/t)^{1/(2s-1)})], \quad x \in R^n, \quad 0 < t < T;
\]
In the case where \( \frac{1}{2} < r < \infty \) and \( s = \frac{1}{2} \) we have the following inequality

\[
(2.4)' \quad |U(x, t)| \leq C_{\varepsilon, t} \exp[\varepsilon |x|^{1/r}] \quad \text{in} \quad R_{+}^{n+1};
\]

For any \( \varphi \in S_{c}^{*}(R^{n}) \), \( 1/2 \leq r, s < \infty \), we have

\[
(2.5) \quad \int_{R^{n}} U(x, t) \varphi(x) dx \longrightarrow u(\varphi) \quad \text{as} \quad t \rightarrow 0.
\]

Conversely, every \( C^{\infty} \)-function \( U(x, t) \) defined in \( R_{+}^{n+1} \) satisfying the conditions (2.3) and (2.4) or (2.4)' can be expressed in the form \( U(x, t) = u_{y}(E(x - y, t)) \) with unique element \( u \in (S_{c}^{*})' \).

**Proof.** Let us assume that \( u \in S_{c}^{*}(R^{n})' \), \( 1/2 \leq r, s < \infty \). Then we have obviously \( U(x, t) \in C^{\infty}(R_{+}^{n+1}) \) and (2.3). We shall prove (2.4) and (2.4)' simultaneously. We have by (1.7) and (2.2)

\[
|U(x, t)| = |u_{y}(E(x - y, t))| \leq C' \sup_{y \in R^{n}} \frac{C' t^{-n/2 - |\beta|/2} \beta!^{1/2} \exp[-a'|x - y|^{2}/4t]}{B^{\beta} |\beta|^{s} \exp[-a|y|^{1/r}]},
\]

from where it follows that for any \( \varepsilon > 0 \) if we take \( B > 0 \) sufficiently large and \( a > 0 \) sufficiently small we obtain easily the estimates of type (2.4) in case \( s > 1/2 \) and (2.4)' in case \( s = 1/2 \).

Next we shall show (2.5). For any \( \varphi \in S_{c}^{*}(R^{n}) \), \( 1/2 \leq r, s < \infty \), we have by (1.10)

\[
\int_{R^{n}} U(x, t) \varphi(x) dx = \int u_{y}(E(x - y, t)) \varphi(x) dx = u_{y} \left( \int E(x - y, t) \varphi(x) dx \right) \longrightarrow u(\varphi) \quad \text{as} \quad t \rightarrow 0_{+}.
\]

In order to prove the converse we need the following two lemmas due to Komatsu, [7] and [9].

**Lemma 2.1.** Let \( s > 1 \). Then there exist an infinite order differential operator \( p(d/dt) = \sum_{k=0}^{\infty} a_{k}(d/dt)^{k} \) and a function \( v(t) \) having the following properties:

(i) For any \( \varepsilon > 0 \) there is a constant \( C > 0 \) such that

\[
|a_{k}| \leq C_{\varepsilon} k^{-s} \quad k = 0, 1, \ldots.
\]

(ii) \( \text{supp} \ v(t) \subset [0, 1], \quad v(t) \geq 0. \)
(iii) There exists a function $w(t) \in C_0^\infty(R)$ such that $\text{supp } w \subset [1/2, 1]$ and we have

$$ p(d/dt)v(t) = \delta + w(t) \quad \text{in} \quad -\infty < t < \infty. $$

**Lemma 2.2.** Let $s > 1$ and $f(t)$ be a measurable function in $[0, \infty)$ such that for any $\varepsilon > 0$ there exists a constant $C_\varepsilon$ satisfying the inequality

$$ |f(t)| \leq C_\varepsilon \exp[(\varepsilon/t)^{(s-1)}] \quad \text{in} \quad [0, \infty). $$

Then one can find a function $v(t)$ satisfying the conditions in Lemma 2.1 such that we have $f(t)v(t) \in L^\infty(0, \infty)$.

Now we are going to prove the converse of Theorem 2.1 dividing it in two cases, (i) case $1/2 < s < \infty$, (ii) case $s = 1/2$.

Assume that $1/2 < s < \infty$ and $U(x, t)$ satisfies (2.3) and (2.4). We take functions $v(t)$ and $w(t)$ satisfying the conditions in Lemma 2.1 and 2.2 with $s$ replaced by $2s > 1$ and define two functions in the half space $R^{n+1}_+$:

(2.6) \hspace{1cm} g(x, t) = \int_0^\infty U(x, t+s)v(s)ds,

(2.7) \hspace{1cm} h(x, t) = \int_0^\infty U(x, t+s)w(s)ds.

We can see that $g(x, t), h(x, t) \in C^\infty(R^{n+1}_+)$ and we have

$$ |g(x, t)|, |h(x, t)| \leq C_\varepsilon \exp[\varepsilon|x|^{1/r}], \quad t > 0. $$

Moreover $g(x, t)$ and $h(x, t)$ satisfy the heat equation in $R^{n+1}_+$ and if we define

$$ g_0(x) = \lim_{t \to 0} g(x, t), \quad h_0(x) = \lim_{t \to 0} h(x, t) \quad \text{in} \quad R^n $$

then we have

(2.8) \hspace{1cm} g(x, t) = \int E(x - y, t)g_0(y)dy = \int_0^\infty U(x, t+s)v(s)ds.

Operating $p(-d/dt)$ for each member of (2.8) we have

$$ U(x, t) + h(x, t) = p(-d/dt) \int E(x - y, t)g_0(y)dy $$

$$ = \int E(x - y, t)p(-\Delta)g_0(y)dy, $$
from which we have formally

\[ u = U(x,0) = p(-\Delta)g_0(x) - h_0(x). \]

We can easily see that \( p(-\Delta)g_0(x), h_0(x) \in (S_r^\ast)' \) since we have the estimates

\[ |g_0(x)|, |h_0(x)| \leq C_\varepsilon \exp[\varepsilon|x|^{1/r}] \quad \text{in} \quad R^n \]

for any \( \varepsilon > 0 \).

Next we shall prove the case (ii) \( s = 1/2 \). We can rewrite the definition of the space \( S_r^{1/2}, 1/2 \leq r < \infty \), by using Theorem 1.4: The space \( S_{r,a}^{1/2,B} (a, B > 0) \) consists of entire functions \( \varphi(z) = \varphi(x + iy) \) such that

\[ |\varphi^{(\beta)}(x)| \leq CB^{|\beta|} \beta^{1/2} \exp[-a|x|^{1/r}], \quad x \in R^n, \quad \beta \in Z_+^n \]

(2.9)

for some constant \( C = C_\varphi \). We define

\[ S_r^{1/2} = \lim_{a \to 0} S_{r,a}^{1/2,B}. \]

Let \( \varphi(x) \in S_{r,a}^{1/2,B} \) and consider the backward Cauchy problem for the heat equation:

\[ \begin{align*}
(\partial/\partial t - \Delta)u(x,t) &= 0, \quad 0 < t < t_0, \\
u(x,t_0) &= \varphi(x), \quad x \in R^n.
\end{align*} \]

(2.10)

For any pair of positive numbers \( a \) and \( B \) if we take \( t_0 \) sufficiently small so that

\[ 0 < t_0 < 1/2B^2 \]

we can find the solution by

\[ u(x,t) = \sum_{k=0}^{\infty} \frac{(t-t_0)^k}{k!} \varphi(x), \quad x \in R^n. \]

We can easily see that \( u(\cdot,t) \in S_{r,a}^{1/2,B}, 0 \leq t \leq t_0 \). Thus we have a continuous linear transformation

\[ S_{r,a}^{1/2,B} \ni \varphi \rightarrow u(x,0) = \exp[-t_0\Delta] \varphi \in S_{r,a}^{1/2,B}. \]

Now for \( U(x,t) \) satisfying (2.3) and (2.4)' we define \( u_0 \in (S_{r,a}^{1/2,B})' \), by

\[ u_0(\varphi) = \int U(x,t_0) \exp[-t_0\Delta] \varphi(x)dx, \quad \varphi \in S_{r,a}^{1/2,B}. \]

Then \( u_0 \) doesn't depend on \( t_0, 0 < t_0 < 1/2B^2 \), and we get \( u_0 \in (S_{r,a}^{1/2,B})' \). We shall show that \( u_0 = \lim_{t\to 0} U(x,t) \) and \( U(x,t) = u_{0y}(E(x-y,t)) \). Let \( \tilde{U}(x,t) \) be defined
by \( \tilde{U}(x,t) = u_0(E(x-y,t)) \). Then for any \( t_0 > 0 \), if we take \( a > 0 \) sufficiently small and \( B > 0 \) sufficiently large, we have

\[
\int \tilde{U}(x,t_0)\varphi(x)dx = \int u_0(E(x-y,t_0))\varphi(x)dx = u_0 \left( \int E(x-y,t_0)\varphi(x)dx \right)
\]

\[
= \int U(y,t_0)\exp[-t_0\Delta] \left( \int E(x-y,t_0)\varphi(x)dx \right) dy
\]

\[
= \int U(x,t_0)\varphi(x)dx, \quad \varphi = S^{1/2,B}_{r,a}.
\]

Thus we have \( \tilde{U}(x,t) = U(x,t) \). Q.E.D.

§3. Ordinary differential equations with constant coefficients

An ordinary differential operator with constant coefficients is denoted by

\[
p(d/dx) = (d/dx)^m + a_1(d/dx)^{m-1} + \cdots + a_{m-1}(d/dx) + a_m, \quad a_j \in \mathbb{C}.
\]

**Theorem 3.1.** Consider the equation

\[
(3.1) \quad p(d/dx)u(x) = f, \quad f \in (S^s_\alpha(R))'.
\]

For any \( f \in (S^s_\alpha(R))' \), \( 1/2 \leq r < 1 \), \( 1/2 \leq s < \infty \), one can find a solution \( u \) in the same space.

**Proof.** First we shall consider the case where

\[
p(d/dx) = d/dx - A, \quad A \in \mathbb{C}.
\]

Let \( F(x,t) = f_y(E(x-y,t)) \) then the problem is reduced to seeking a function satisfying the following conditions:

\[
(3.2) \quad (\partial/\partial x - A)U(x,t) = F(x,t) \quad \text{in} \quad R^2_+,
\]

\[
(3.3) \quad (\partial/\partial t - \partial^2/\partial x^2)U(x,t) = 0 \quad \text{in} \quad R^2_+.
\]

A solution can be obtained in the form

\[
(3.4) \quad U(x,t) = u_0(t)e^{At} + e^{At} \int_0^t e^{-A\xi}F(\xi,t)d\xi, \quad t > 0.
\]
Differentiating both sides, we have
\[
U_t = u_0'(t)e^{Ax} + e^{Ax} \int_0^x e^{-A\xi} F_t(\xi, t) d\xi
\]
\[
= e^{Ax} \left( u_0'(t) + \int_0^x e^{-A\xi} F_{\xi}(\xi, t) d\xi \right)
\]
\[
= U_{xx} = A^2 \left( u_0^2(t)e^{Ax} + e^{Ax} \int_0^x e^{-A\xi} F(\xi, t) d\xi \right) + AF(x, t) + F_x(x, t),
\]
from which we have
\[
u_0'(t) = A^2 u_0(t) + AF(0, t) + F_x(0, t), \quad t > 0.
\]
We remark that the similar estimates as (2.4) or (2.4)' hold for \( F_x(x, t) \). Solving the above equation we have
\[
u_0(t) = u_0(1)e^{A^2(t-1)} + e^{A^2t} \int_1^t e^{-A^2\tau} (AF(0, \tau) + F_x(0, \tau)) d\tau,
\]
and the estimate of the form
(3.5) \[ |u_0(t)| \leq C_\varepsilon \exp[\varepsilon(1/t)^{1/(2s-1)}], \quad 0 < t \leq 1, \quad (s > 1/2). \]
Combining this with (3.1) we have the estimate when \( s > 1/2 \)
(3.6) \[ |U(x, t)| \leq C_\varepsilon \exp[\varepsilon(|x|^{1/r} + (1/t)^{1/(2s-1)})], \quad x \in R, \quad 0 < t < 1. \]
When \( s = 1/2 \) (3.6) is replaced by
(3.6)' \[ |U(x, t)| \leq C_{\varepsilon, t} \exp[\varepsilon|x|^{1/r}], \quad 0 < t < 1. \]
This means that we have a solution \( u = U(x, 0) \in S^s_s(R)^r \) of the equation (3.1) in case the order \( m = 1 \). We can prove the general case by induction on \( m \).

§4. Partial differential equations with constant coefficients

Let us recall that \( A = A(R^n) \) denotes the set of real analytic functions in \( R^n \).

**Theorem 4.1.** Assume that \( 1/2 \leq r, s < \infty \). Then for any \( f \in S^s_s(R^n)^r \) there exists a solution \( u \in S^s_s(R^n)^r \) to the equation
(4.1) \[ \Delta u = f \quad \text{in} \quad R^n. \]
Furthermore if \( f \in \mathcal{A}(\mathbb{R}^n) \) and satisfies the estimate
\[
|f(x)| \leq C_\varepsilon \exp[\varepsilon |x|^{1/r}], \quad x \in \mathbb{R}^n
\]
for any \( \varepsilon > 0 \). Then any solution \( u \in \mathcal{S}_r^s(\mathbb{R}^n)' \) is also in \( \mathcal{A} \).

**Proof.** Let \( f \in \mathcal{S}_r^s(\mathbb{R}^n) \). Then the equation (4.1) is solved by
\[
(4.2) \quad u(x) = -(-2\pi)^{-n} \int e^{i(x,\xi)}|\xi|^{-2} \hat{f}(\xi) d\xi,
\]
where
\[
\hat{f}(\xi) = \int e^{-i(x,\xi)} f(x) dx
\]
is the Fourier transform of \( f \) and \( \xi \)-integration in (4.2) is shifted into the complex space at the origin \( \xi = 0 \). We note that we have
\[
(4.3) \quad \mathcal{S}_r^s(\mathbb{R}^n) = \mathcal{S}_r^s(\mathbb{R}^n'), \quad 0 < r, \ s < \infty, \ r + s \geq 1. \quad \text{(c.f. [4].)}
\]

By using the duality we can solve the equation (4.1) in case \( f \in \mathcal{S}_r^s(\mathbb{R}^n)' \). We denote by \( u = \Delta^{-1} f, \ f \in \mathcal{S}_r^s \), given in (4.2). Now let \( f \in \mathcal{S}_r^s(\mathbb{R}^n)' \) then if we define
\[
u(\varphi) \equiv f(\Delta^{-1} \varphi), \quad \varphi \in \mathcal{S}_r^s
\]
we have \( u \in \mathcal{S}_r^s(\mathbb{R}^n)' \) and \( u(\Delta \varphi) = f(\varphi) \), for any \( \varphi \in \mathcal{S}_r^s \).

Next let \( f \in \mathcal{A}(\mathbb{R}^n) \) satisfy the estimate given in the theorem. Let \( U(x, t) \) and \( F(x, t) \) be the defining functions of \( u \) and \( f \) respectively, then we have
\[
\Delta U(x, t) = U_t(x, t) = F(x, t) \quad \text{in} \quad \mathbb{R}^{n+1}_+,
\]
from where we have
\[
U(x, t) = U(x, 1) + \int_1^t F(x, \tau) d\tau.
\]
Passing \( t \to 0 \), we have \( u = U(x, 1) + \int_0^1 F(x, \tau) d\tau \in \mathcal{A}(\mathbb{R}^n) \). \( \Box \)

**Theorem 4.2.** The heat equation
\[
(4.4) \quad (\partial / \partial x_1 - (\partial / \partial x_2)^2) u(x_1, x_2) = 0 \quad \text{in} \quad \mathbb{R}^2
\]
is not hypoelliptic in the space \( \mathcal{S}_r^s(\mathbb{R}^2)' \), \( 1 < s < 2, \ 0 < r < 1 - s/2 \).

**Proof.** Let \( \Gamma = \{(\xi, \sqrt{2}\xi/(1+i)); \ 0 \leq \xi < \infty \} \) be a curve in \( \mathbb{C}^2 \). We define \( u \in \mathcal{S}_r^s(\mathbb{R}^2)' \), \( 1 < s < 2, \ s < 2(1-r), \ r > 0 \), such that
\[
u(\varphi) = \int_{\Gamma} \tilde{\varphi}(-\zeta) d\xi, \quad \varphi \in \mathcal{S}_f'(R^2),
\]

where
\[
\tilde{\varphi}(\zeta) = \int_{R^2} \exp[-i(x_1\zeta_1 + x_2\zeta_2)]\varphi(x_1, x_2) dx_1 dx_2.
\]

We have \( u \in \mathcal{S}_f'(R^2)' \) by virtue of (4.3) and (1.4) and \( u \) is a solution to the equation (4.2) in \( R^2 \) and infinitely differentiable in \( R^2 \cap \{x_2 > 0\} \). For \( x > 0 \), we have
\[
u(x, \sqrt{x}) = \int_{0}^{\infty} \exp[i(x\xi + \sqrt{2x}\xi/(1+i))]d\xi
= x^{-1} \int \exp[i(\xi + \sqrt{2}\xi/(1+i))]d\xi
= Cx^{-1}.
\]

This proves that \( u \notin C^\infty \). We note that the heat equation is hypoelliptic in the space \( D^{(2)}(R^2)' \supset \mathcal{S}_f'(R^2)' \).
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